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Abstract

Most discussons of network seaurity focus on thetods and techniques used to fortify networks:
firewall s, biometrics, accesscontrals, encryption. This paper presents an outline of tods that assst an
adminigrator in verifying and maintaining the seaurity of a networked system — Active Seaurity tools.
It discusses why there isaneed for such tods and how seaurity mechanisms are dtacked. Thereport
also describes the main tod's available in thisfield, with particular emphasis on Intrusion Detedion
tods— how they work, what is available, and how they are changing. Finally, it demonstrates ssme of
the @nceptsin apractical firewall network simulation.
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Introduction

A network could be likened to a medieval town; with clusters of houses (systems)
connected by roadways, separated by perilous terrain. Like any town, different
landmarks can be seen: private homes, businesses, warehouses, stronghouses and
fortifications.

The function of this simile is to illustrate two main points. The first is to note that
walls do not adapt well with change. As the town grows, walls become constrictive,
and do not provide sufficient protection. Secondly, while walls make frontal assault
more difficult, they do not prevent all attacks — and unmanned walls do not prevent
burglary. In networks, Active Security takes the role of a policing force: ensuring the
integrity of the town’s defences, while curbing excesses by the town’s residents.

Computer networks are becoming fundamental to the functioning of modern organisations. Asthe
dependency on networks increases, the nead to control networked resources becomes increasingly
critical. At the same time, networks are becoming ever more valuable —in terms of their function, the
resources they offer, and the information they contain. In thisway, they become not only more
valuable to an organisation itsef — they also become an attractive target for hostil e parties (bath in and
outside of an organisation).

The oncepts of proteding assts are not new; seaurity of physical assts isawell-devel oped part of
any organisational structure. With the rampant growth of internetworks — typified by the Internet — the
logical asts of an organisation areincreasingly exposed, however. It isnow posshle for an attacker
to penetrate a system, steal or vandali se a company’ s most valuable assts, and leave — all without
leaving any physical trace

In the past decade, awide variety of seaurity mechanisms have been devel oped, aimed at safeguarding
the logical assets of an organisation: accesscontrols, firewall technol ogies, encryption and
cryptographic authentication, biometrics and the like. These measures have one cwmmon factor in that
they attempt to prevent unauthorised accessto resources —they could be likened to the locks and seaure
doors used in physical seaurity. What ismissngis aresponsive dement —the seaurity guards,
monitoring and alarm systems present in physical seaurity structures.

Active Network Seaurity is comprised of anumber of techniques that addressthis dortcoming. The
goal isnot only to reducethe number of successful abuses of a system, but also to give ealy warning
of abusesin progress Finaly, the objediveisto ensure that misuse of the system does not go

unnoticed —that, should all of the seaurity mechanismsfail, arecrd existsto al ow corredive action.

The mechanismsinvolved fall into two main groups: those aimed at ingpeding a system to ensureits
seaurity, and those aimed at monitoring a system in use. Thefirst group, that of System Verification
Tods, isdiscussed in Sedion 8. The second, that of Intrusion Detedion Systems, is the focus of much
of theremainder of thisreport.

1.1 The need for active network security



Asnoted, awide variety of security tods and mechanisms are airrently available. Thisbegsthe
question: Why isthere aneed for active seaurity? In order to answer this, let us consider the 199
CSI/FBI Computer Crime and Seaurity Survey [CSI99]*.

The survey (dated March 1999 was conducted over 521 US companies from a range of industry

sedors, with sizesranging from under 100 employees to over 10,000. These mmpanies had avariety
of seaurity structuresin place as $1own in Table 1.

Table 1 Security Measuresin Place

AccessControl 8%
Biometrics 8%

Encrypted login/sessons | 44%
Firewalls 88%
Physical Seaurity 88%
Intrusion Detedion 40%

In spite of these measures, 61% of these mmpanies reported experiencing wnauthorised use of their
computer systems. Twenty percent did not know if their systems had been abused. While 30% of
organisations reported outside penetration of their systems, 55% reported insder abuse. Many of the
organisations were unable to quantify their losses due to intrusions — for the 163 organisations that
were, the total 1osses excealed US$123million. Clealy, in spite the presence of security mechanisms
(with the vast majority of organisations having accesscontrols and firewall sin place), abuse of systems
continue — sometimes without the organisation even being aware of the breach.

As a spedfic case, consider an organisational Web site. Asan organisation’smost visible Internet
system, these have long been favoured points of attack. With the development of e-commerce and the
increasing wse of the Internet as a source of information, an organisation’s Web siteisdeveloping a
significant commercial value. By the same token, attacks on these sites could do significent harm to an
organisation —in lossof revenue, lossof customer confidence and damage to information systems.

A goad ill ustration of therisksinvolved isthe“ Solar Sunrise’ attacks on US government sites
[Herald99 [CNN99]. During this sries of attacks, a wide variety of web sites were defaaced or
disabled —including such sites asthe FBI, the US Army main Web site, a number of government
departments and universities, the US Information Agency, and the US Snate (twice).

Returning to the CSI/FBI survey, it isnotable that 94% of those organisations have Web sites (29%
offering eledronic commerceviathese sites, for annual revenues of US$617million). Again, figures
on the abuse of these sites are artling: 18% report abuse — while 30% do not know.

Clealy conventional, static seaurity medchanisms auch as firewall s are incapabl e of off ering complete
protedion (discussed in more detail in Sedion 2). Active Seaurity mechanisms such as Intrusion
Detedion should have a placein any secure network.

1.2 Active security mechanisms

Active network seaurity, as described in this document, encompasses networking tods and systems that
al ow system administratorsto dbserve, insped and improve the seaurity of their networks. Many
conventiona seaurity mechanismsare dfective in enforcing seaurity in a system, but lack the
responsivenessnecessary to maintain searity on an ongoing basis.

In recent years, anumber of seaurity tods have been devel oped that may best be dassfied under this
heading: whil ethese tod's often have no dired effect in preventing misuse, they all ow administratorsto
improve the overall seaurity of their systems. Examplesinclude:

! Concern is often expressed on the application of such surveys [| CSA98-2], [CSI99]. Clealy, a
survey such asthis will not completely mode the real world. Thefigures quoted should therefore be
considered as an approximate lower bound on the true problem.



e Intrusion Detedion Systems (IDS) — Intrusion Detedion Systems monitor the state of a system,
attempting to recognise and report improper behaviour. These systems proted anetwork in much
the same way as farity cameras proted buil dings: by letting seaurity personnel keep an eye on
what isgoing on.

«  Network Seaurity Scanners— Seaurity scanning systems insped a network or host system, looking
for known weaknesses and possble misconfigurations. The best known example is probably the
Satan system — it scans hosts and conneded networks for a spedfic series of weaknesses, reporting
any found, and suggesting solutions.

e System Integrity Cheders— Many of the ways in which systems are dtacked involve dhangesto
thehost’s oftware and data. Integrity chedkers compare the contents of a system to a known safe
state — all owing administrators to know exactly what has been changed.

e Honeytrap systems— If an IDSisaseaurity camera, thisisaburglar darm; systems whose sole
purposeisto be attacked. By closdy monitoring these systems, network administrators can
observe attackersin action —allowing them to repair, lean and strengthen seaurity against future
attacks.

e Spedal purpose tools — Spedfic tods have been devel oped to address gairity weaknesses present
in systems. While not as generally appli cable as those li sted above, still deserve a placein every
seaurity administrator’ stodkit. In Sedion 8, we will t ouch on two examples. passwvord cracking
systems and sniffer detector software.

In aworld where seaurity mechanisms were infallible, none of these systems would be necessary. In
fact, none of these systems can, in itself, prevent an attack from succeeling. The function of these
todsisto minimise the effea of an attack, mitigate resulting damage, enhance the effedivenessof
other medhanisms, and ensure that future similar attacks do not succeel.

1.3 The History of Intrusion Detection

The subject field of Intrusion Detedion is generaly considered to have originated with a 1980
technicd document by James Anderson [Anderson80]. In thishe proposed away in which audit
information could be used to identify abuses occurring in systems — the original anomaly detedion
concept. In 1987 Dorothy Denning publi shed a paper [Denning87] presenting a modd of how an
anomaly detedion system could be implemented —amodel that was applied in the IDES system.
Interestingly, this paper also mentions the posshilit y of misuse detedion —but discards the posshility
asrequiring too much world-knowledge.

Over the fallowing years, anumber of IDS tods were developed: IDES (1983), Haystack (1988,
Wisdom & Sense (1989), ComputerWatch (1990, Distributed IDS (1991), Network Seaurity Monitor
(1990- the original network-based IDS), USTAT (199), IDIOT (1995), NIDES (1995), EMERALD
(1997, Bro (1998, AAFID (1998) and Graph IDS (1999. In addition, anumber of commercial
offerings have been released such as Netranger [NetRanger99], Network Flight Recorder [NFR97],
Black| CE Defender [BlacklCE99], and numerous others.?

In spite of thelarge bady of research that has been compil ed in thisfield, Intrusion Detedion is only
starting to reach maturity. Many of the systems and techniques devel oped remain academic exercises,
and anumber of isaues remain to be addressed.

1.4 Structure of this report

Thisreport attempts to gve a brief outline of the basic concepts and principlesinvolved in applying
active seaurity mechanismsto anetwork. Thefirg sedion, theintroduction, briefly outlines the need
for network seaurity, and gives background information on some of the basic concepts.

Sedion 2 gives a description of the dominant types of static seaurity mechanisms currently available,
and describes why these tod's do not addressall of the seaurity needs of modern networks.

%2 Michael Sohirey maintains an extensive list of DS systems at http://www-rnks.informatik.tu-
cottbus.de/~sobirey/ids.html, currently li sting some 80 different systems.



Sedion 3 focuses on the attackers: who they are, how they attack, and what tod's and attacks an
administrator might exped to seeused against his or her networks.

Sedion 4 describes anumber of issues regarding seaurity policy that are espedally pertinent in the
context of active seaurity: aspeds of the seaurity policy that support active seaurity, intrusion response
palicy, and the need for a dynamic review processin network seaurity.

Sedion 5isthefirst sedion that focuses diredly on Intrusion Detedion. In this dion, the basic
concepts underlying modern | DS techniques are described: anomaly and misuse detedion, host vs.
network 1DS, sensors, monitors and distributed IDS.

Sedion 6 appli es the concepts from Sedion 5to anumber of current and historical IDS systems. It
describes how they work; strengths, weaknesses and innovationsin their design; and where they fit into
the framework outlined.

Sedion 7 gives an overview of the standardisation attempts currently in progressfor Intrusion
Detedion; the Common Intrusion Detedion Framework, the IETF Intrusion Detedion Working Group,
and the Intrusion Detedion Systems Consortium.

Sedion 8 discusses Active Security tods: it outlinesthe main caegories of tods avail able, with
spedfic descriptions of some of the most popular examples.

Sedion 9 appli es the principles described in this report to a spedfic example: the effect of afirewall in
the interaction between network seaurity scanningtodsandintrusion detedion. Some of the problems
with static seaurity are illustrated — spedficall y with the use of firewall s. We also demondrate the

eff edivenessof spedfic Active Security techniques.

Sedion 10 contains a summary of the main points covered in thisreport, afew thoughts on the state of
Active Security, and posshle diredionsfor future work.

Sedion 12 —the fina sedion of this report — contains the bibli ography an list of references for this
report.



2. The Limitations of Static Security

2.1 What static security mechanisms are available®

Authentication. The cre of many current seaurity mecdhanisms, authentication encompasses the
technologies used to identify and verify the authenticity of users, network components and processes.
Thisranges from simple passvord based schemes through to biometric and cryptographic mecdhanisms.
The ultimate goal isto iiquely asociate an entity external to a system with an identity stored inside
the system. In most systems, thisis done by requesting some identifying information from a client, for
example apasswvord, biometric reading o response to some challenge. Thisinformation isthen
verified againgt information held inside the system. Should theidentifier and stored information
match, the user is authenticated; otherwise the user is denied. Extensions of this sheme include the
addition of timing ar locality information in the identification data, and encrypting the dialogue —all
aimed at making the synthesis of a counterfeit i dentification token more difficult.

Cryptography. With therecent increase in dependence on shared resources, espedally public
networks, the seaurity of information in storage and transit has become a concern. Strong
authentication may prevent active use of restricted resources, but passve interception of information
can beasgrea arisk. In addition, where information isheld in an untrusted system, ensuring that data
remains unchanged in transit isalso a wncern. Cryptographic techniques are becoming increasingly
prevalent in resolving these isaues: ensuring that only authorised users can interpret sensitive
information (encryption); and ensuring that vulnerable information is communicated intact
(authentication) [Schneier96].

Encryption isthe processof applying atransformation to datathat can only be reversed using seaet
information. Depending on the application, one of two forms of encryption may be used: seaet-key
cryptography, where the transform and its reverse make use of the same seaet, and publi c-key
cryptography, where the encrypting transform does not require the use of secret information. Public-
key cryptography bears a dose resemblanceto the authentication problem: a user may be defined as
anyone @pable of reversing a given transform, thereby authenticating a mmmunication partner.

Cryptographic authentication involves the derivation of a message signature from a message, based on
the use of secure hashing techniques. Should the message be modified in transit, the signature and
resulting message will no longer match. In order to ensure that the message signature isnot modified,
encryption techniques are used (restricting the set of users capable of generating a message to those
sharing a spedfic seaet). Inthe case of amodified message, it isinfeasible to generate a new
encrypted signature that would deaypt to vali date that modification. Therefore, if the signature
matches the message, it is unlikely that the message was changed o counterfeited.*

Access controls. Authenticaion verifies theinternal identity of externd parties. Accesscontrols
define which resources those parties have accessto — limiting the c@pabilities of those users. These
contrals are no stronger than the authentication mechanism underlying them, and have potentia
weaknesses independently of authentication failure®

Firewalls. While firewall s could be considered a spedfic application of the mecdhanisms described
above, they form one of the main pillars of current network seaurity, and merit separate wnsideration.
The function of afirewall isto separate networks with different seaurity needs and policies—in the
most general case, to separate the internal, controll ed network and any external publi c networks.
Effediveel y, afirewall actsas afilter on network traffic — controlling what goesinto, or comes out of, a
network.

% A few good references on these subjects include [ Sandhu96], [Harris98], [ Schneier96] and [Siyan95)]
* See[Bédlovin96] [Schneier98] and [RSAFAQ] for detail s on how these methods can be attacked.

® See[Tanenbaum92] Sedion 4.5 for more detail s on different models of AccessControl.

® Full information on the techniques and impli cations of firewall s can be found in [Cheswick94],
[Chapman9y, [Siyan95 or [Hunt98].



2.2 What do static methods offer

The static methods described here, perfedly applied, are dfedive in ensuring the seaurity of any
network. Even in reali gic environments, static seaurity mechanisms are capable of significantly
improving the seaurity of networked resources.

Static mechanisms can increase the seaurity of networks in the mntext where they apply.

These mechanisms can increase the technical expertise and resources required to compromise the
seaurity of a network.

Static methods can reducethe range of attacks that Active Seaurity medchanisms must deal with.
Static methods can combine with Active methods to provide a synergetic improvement in seaurity.
Static methods can prevent attacks from succealing.

2.3 The limitations of static security

In spite of the wide variety of seaurity mechanisms available, intrusions continueto accur. Based on
this fact, anumber of limitationsin static seaurity mechanisms can be identified:

The protedion offered by these mechanismsislimited in scope. While these medhanisms may be
effedivein the ontext in which they are appli ed, they do not offer universal protedion. For
example, firewall s, whil e being effective against externa attack, offer no protedion against
internal abuse —which, as shown in a previous £dion, isasgnificant risk factor. The sametype
of argument appliesto aher mechanisms. authentication is vulnerable to trust networks, where the
authenti cation mechanisms are bypassed. Encryption only proteds information whilein an
encrypted form. All of the arrent static medanisms can be bypassed, negating their effed.

The seaurity medchanisms themselves are sensitive to technical and implementation problems.

Such systems can become vulnerable due to theoretical advances (such asthe DES encryption
standard, which can no longer be mnsidered completely secure [RSAFAQ]), or poor
implementation (for example Microsoft PPTP [Schneier99]).”

Even if theoretically sound and corredly implemented, seaurity mechanisms must be @rredly
applied in order to be dfective. [Gula99] describes an organisation that had its web server defaced
—whiletheir firewall was hidden deep insdetheir network, acting asalog server. Many of the
seaurity mechanisms available ae very complex (both in structure and in appli cation), and asingle
mistake may be enough to nullify the dficacy of the system. An example of thisisthe use of dial-
inlinesal owing dired accessto atrusted network. No matter how goaod the firewall blocking
official connedionsto that network is, it is gill vulnerable.

Static seaurity mechaniams, by their very nature, are prone to silent failure. Often, thefirst sign
that your seaurity has failed comes when it isfar toolate (such as when an entire server is wiped
clean —an effedive method for an intruder to erase ahistory of hisactions). Even when asystem’s
seaurity hasnot yet been penetrated, that may lead to a mistaken sense of security. In general,
these mechanisms d so cannot reagni se when they are under attack —at best, an attack is logged
as aseries of fail ed transactions.

Asciated with the previous point istheisaue of remedial information. Once afailureis
identified, it may be difficult or impossble to tracethe cuse of that failure. Information on the
identity and methods of an intruder may all ow the effects of an intrusion to be mitigated —but none
of the mechanisms described dffer any such capahilitiesinherently. The audit information
colleaed by some tods, whil e being useable, does not have sufficient detail to allow this type of
diagnostic®.

Finally, the seaurity mechaniams can themselves be subject to attack. Authentication servers can
be corrupted, firewall s crashed or circumvented, and cryptographic distribution channels can be
compromised. In many casesit isasimple exercise to disable system by attacking its underlying
infrastructure. A goad il lustration of thisisthe number of tods that are fredy available, amed at
all owing usersto circumvent the restrictions appli ed by seaurity mechani sms— anonymous
proxies, network tunnelling appli cations and the like.

" An entertaining review of inseaure seaurity is available in [Wietse96).
8 SeeSedion 9 for an example of the kind of audit information offered by our testbed firewall .
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The esential problem with many of the mechanismslisted above is that they are essentiall y passve.
While this may be sufficient for adegreeof seaurity, it does not hold up in the imperfea world of
modern networks, where network administrators are often over-worked, do not have the necessary
spedalised skill s, and where the dtacks on networks are ever-escalating in complexity and intensty.
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3. Outline of an Attack

3.1 Sources of attack

Script Kiddies Thisisthe name given to the masses of relatively unskilled hackersthat use thetods
written by others, without necessarily having any red skill. They aretypified by having endlesstime to
spend probing networks for victimsto their latest exploit tod® —it is on these that the common
perception of hackersis based.

Thisisnot to say that they do not pose arisk, however —far from it. These hackers often have a array
of tods avail able, and kegp up to date with the latest new exploit software that becomes available. In
addition, sincethey often have no spedfic aimsin mind (beyond the trophy of having hacked a
system),ltohey will not necessarily target the most visible or valuable machines — obscurity is no
defence

Employees. Posshly the most dangerous group of potential attackers are the very people who use the
networks every day — the staff. They know what in anetwork is of value, what defences arein place
and have aready foothold from which to escalate their control. It isatelling statistic that, in the
CSI/FBI survey [CSI99] discussed in Sedion 1, 86% of respondents consider disgruntled employees as
alikely sourceof attack (compared with 74% for independent hackers). Also, recll that 55% of
respondents reported inside abuse of their networks.

Mistakes: Not all anomaliesin your network have hostile intent. Many “attacks’ might be result from
alack of user expertise or from simple user error. Thisisdoes not imply that such errors are not
dangerous:. the case of the 1980 ARPAnNet coll apse [RFC789 isaclea example of how devastating a
simple mistake can be.

Automated Agents: This category includes guch things as worms (such as the infamous 1988 Internet
Worm[ Spafford91]), automated hacking tods, viruses, and trojan software. There does not need to be
ahuman active in order to attack systems —a good example of thisistherecat Melissa[Mélissa99]
macro virus. With minimal modification, the Mdlissavirus would be apable of sending whatever
document is being worked on to an email address— effectively leaking information.**

Expert hackers: A number of expert hacker groups have been in the media over the past few years —
as government witnesses, software developers [cDc98], and network seaurity experts [Schneier99].
These groups do not merely use exploits written by others; they producetods of their own'2 They
congtitute the highest skill level that network seaurity will be faced with; an administrator can exped to
seecompletely new attacks, if any signsremain at all.

Thereason behind a given attack may differ wildly: reaeation, industrial espionage, fraud, and
attempts by foreign governments to destahili se nationa infrastructure have all been proposed as causes
for intrusions. [Joyal 96] [Kyas97 Chapter 2] [Law& Net99]

To placethis discusgon into context, consider some spedfic reports:

e “However, the hackers of the ases on which this paper is based are known. All of them were
ma e, and computer science students doing their master’s. They al had accessto the Internet, and
werereasonable well acquainted with UNIX. All of the hackers, except one, had the level of an
ordinary UNIX programmer with alittle bit more understanding o network software’ [Doorn94]

+ “A sixteen year-old from the U.K. entered a pleabargain and paid a $19 fine while another
twenty-two year old pled not guilty and was acquitted on al chargesin February 1998 The 16

® Getting hold o such todsis aurprisingly smple—for example, seeftp://technotronics.com.

10 See[Remsing96], [Doorn94], [BlacklCE99] or [Shadow98] for descriptions of attack patterns that
could be expected.

1 See[Kyas97] for the differences between worms, viruses and trojans.

12 For example, [Hobhit97]
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year old was operating on ahome cmmputer in hisparents’ house and had a “C” grade averagein
his high-schod computer class' — Rome Labs, March 199 [DOD99]

e “Theattackers were two teenagers from California and one teenager from Isragl. Their
motivations were ego, power, and the challenge of hackinginto U.S. DoD computer systems.” —
SOLAR SUNRISE, February 1998[DOD99|

It would appea asif the @mmon preconception of hackers being young, male and baed holds.
However, real information is sarce— though a question would be whether experienced hackers get
caught.

3.2 Outline of an attack

The processinvolved in gaining control of a system generdly foll ows a number of discrete stages
[Ruiu99g, outlined below. One of the aspeds that make internal abuse so dangerous is that the atacker
can often bypassthe ealy (and from an intruder’ s point of view, dangerous) stages, and proceeal
direaly to escalating their control over a system™.

1. Exploring thetarget. Thefirst sepin any intrusion isgenerdly to build upan image of what
potential targets a network contains. A number of different techniques are avail able to hackers,
including;

e Network scanners. Thesetods send spedally constructed packets to addresses in the range
being scanned. Based on the nature of thereply, it can be deduced which addresses
correspond to active machines, and often even more information can be extracted: the
operating system running on such systems, open ports, and the presence of intermediary
network filters (such asfirewalls). Deteding such sweeps has, in the past, been rdatively
simple: they generate alarge number of similar events in system logs, within a short period of
time. Increasingly, however, more cmmplex tods are becoming effedive in obscuring the
detail s of such scans.

Tods exist that al ow scansto be conducted dowly, using only afew packets per hour or day
[Shadow98] [ZDNet99], or conduct a scan co-operatively from different source aldresses
[Coord9g. One common tod, nmap [NMap], allows the source of a scan to be masked by
generating anumber of fake scans (from spoofed addresss), and has anumber of stealth scan
medanisms. One of these, aTCP ACK scan (described in Sedion 3.3), has been found to be
effedivein penetrating our testbed firewall.

« DNSZoneTransfer. By retrieving al information available for a network from the DNS
hierarchy, an attacker can retrieve alist of all externally accessible points for that network. In
addition, if theinternal DNS servers are accessble externally, an attacker has accessto a
wealth of information: amap o the host names and addresss of all machines on the network,
and possbly even acoount details for the system maintainer.* [Ruiu99

e Tracing the system neighbourhood. Using the DNS and addressng information and tods
such astraceroute, an attacker can determine what machines are in a network neighbourhoaod.
Compromising a machine on the externa path of a target network, anumber of attack forms
become available — ranging from simple traffic snogping to TCP sesgon hijacking [Harrisog].
Compromising a machine that the target network depends on, such asa DNS cache server,
similarly opens the doar for attacks on the target network — and that machine may be
significantly less gcure than the proteded network [Bell ovin95).

e Public Information. Theinformation on an organisation’s externa presence @n offer a
significant amourt of information. From the services and formats offered, an attacker can
deducewhich operating system may be in use, and identify possble weaknesses. From URLs
and email addresses, an attacker can deduce machine names, acocounts that may have
adminigrative privil eges, and naming schemes used. Based on the header information on
email sand HT TP requests from a Ste, an attacker can extract the operating systems used, and
aweadlth of information on the SMTP structure of a network. In addition, some sites offer

137D Net's [<<get ref for article>>] describes an expert attack on aweb server in detail.
14 An organisation may not even be aware of the transfer if it uses an external DNS server.
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detail s on the systems they run on their web sites — greatly simplifying this step for an
attacker.

* Predictable names. Host and service names are often chosen to maximise their convenience
using sequenced host names, naming themes, NIS domain namesthat correspond to Internet
domain names, predictable account names and detail s (e.g. roat), and I P all ocations based on
the servicehosted. Any such features all ow attackers to makeintelli gent guesses asto
network structures. [Remsing98]

Once an attacker hasamap o atarget network, an attack may not be immediately forthcoming:
such network maps are often stored, distributed, and wsed at alater stage.

Vulner ability | dentification. The second step in preparing for an attack consists of determining
which of the machines located in the initid exploration may have exploitable vulnerahilities.
These often take the form of wide sweeps, lodking for machines vulnerable to a given attack —
often using an exploit script just released®. An aternative mechanism is to match the network
information from Step 1 againgt the set of available exploits — picking viable attacks for a spedfic
network.

Favourite targets for these sweeps are the external and support services offered by anetwork: FTP,
DNS, SMTPand HTTP servers. Reaognising these sweeps can be simple, using local knowledge
of anetwork: repeaed probes on port 143 (IMAP) (for example), on machines not running mail
software s reason for suspicion®.

Penetration. Thegoal of this 2ep isto gain an exeauting processon the target system. A vast
number of exploits are known (with more being dscovered every month) al owing an unauthorised
user to gain afoathold on the victim host. Examplesinclude server buffer overflows [Spafford91],
poorly written CGI scriptst’, system backdoors (such as the BackOrificetrojan [cDc98]), and weak
authentication or accesscontrol mechaniams [Doorn94]. Sedion 3.3 dscusses some spedfic
examples of well known attack techniques.

It isthis phase that IDS attempts to recognise — therefore it isalso at this point that monitoring
systems are likely to ke attacked. Using denia of service (DoS) attack, or customised exploits, an
attacker may attempt to disable the seaurity mechanismsin a network. Alternatively, an attacker
would use his knowledge of the organisation’ straffic patterns to hide the attacking trafficin
normal traffic streams— making filtering and detedion more difficult. For example, a CGl exploit
disguised asanormal HTTP request islikely to bypassany filtering mechanismsin place (as
demonstrated in the firewall experiments).

Escalation. Once an attacker has afoothold on a system, the next step isto escalate to control over
the system. In this gep, the goal isto gain sufficient administrative privil egesto allow the next
step, Embedding, to proceed —or to do damage. This often takes the form of a bootstrapping
process initialy, the attacker starts with minimal privileges. Then, using a successon of exploits
and attacks, an attacker gains successvely greater privil eges until he has complete mntrol over the
system [Farmer93]. Alternatively, this could be bound to the Penetration step: many services run
with extensive privil eges, and grant an attacker those privileges when compromised (effectively

all owing an attacker to bypassthis step —which is why most services run with as few privil eges as
possble).

Embedding. Having gained control of a system, an attacker will cement his control over a system,
so that later intrusions do not require the dangerous Penetration and Escdation stepsto be
repeated. This gep involves removing all records of theinitia intrusion, bypassng o disabling
the reporting medhanisms, and building accessroutes that wil | al ow the attacker to resume ntrol
of the compromised system at alater time. This ensures that the attack and accessroutes are not
deteded —ensuring that backdoors remain accessble.

Examples of embedding techniquesinclude: modifying accesscontral fil esto allow the attacker
access(e.g. adding accounts to a system); modifying accesscontrol mechanisms < that they do

15 Thisistypical of script kiddie behaviour — effective where network seaurity is out of date.
16 SeeSedion 8.1 or [Spitzner99] for details on how such a detector isimplemented
17 See CERT advisories CA-97.07.nph-test-cgi_script and CA-97.12.webdist for examples
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not apply to the attacker (e.g. adding a master password to thelogin program). Ancther
medanismsisto placetods that all ow rapid escalation into low-privil ege accounts (and ensuring
that those remain accesshle) — these may be harder to deted. An example of this method is the
placement of SUID-roat command shells (under Unix) — al owing the user to instantly gain
complete control over a system. [Backdoar97] A final mecdhanism is placing a server processon
the machine that wil | accgpt commands from the attacker — Back Orifice[cDc98§] is agood
example®

6. Extraction. At this point, the attacker has effectively gained complete wntrol over the system. In
many cases it is at this point that an attacker would extract information from the system, or attack
the information held on the system (such as vandalising a web site hosted from a compromised
server). Seaurity systems siuch asfirewall s may no longer hinder an attacker — many techniques
exist for communicating invisibly throughfiltering systems.

7. Relay. Once an attacker has completed modifying o extracting information from a system, he
will often retain that system for use as a springboard for further attacks. Tracing an attacker
backward through the complex interconneded networks available is very difficult — attackers make
use of multiple systemsto olscure the true source of attack. In addition, tods are anerging that
all ow distributed attack and scanning of systems — not only obscuring the attacker, but making the
attacks harder to deted and counter.
An emerging trend isfor attackersto target home machines permanently conneded to the Internet.
Such machines often have very low seaurity, and areided as saging areas for further attacks.
Who would be liable for damage done from such a aompromised machineis unclea —what is
clear isthat systems need protedion, whether or not they contain critical resources.

3.3 Typical attack techniques

e Scanning a network. Thefirst step in an attack isremnnaissance— finding out as much as
possble abaut the target. Many tods are available for investigating a network —ranging from
simple scripts to commercia network mapping todss, to dedicated scanning applications™. In
esence thesetods £nd a packets to a potential host, and deduceinformation about that host from
any reply. Mapping anetwork consists of cheding every possble addressfor that host. In
particular, anumber of scan types can be distingu shed [Nmap99:

e Ping scan: Thesimplest form of scan, an attacker sends an ICMP echo request packet to every
candidate machine (which is the same way the ping tod works). Any addresses that respond
arenoted as active.

e TCP Connect() scan: Ancther smple scan, an attacker attemptsto gpen a sandard TCP
connedion to atypical port on the candidate machine (such asthe HTTP port 80). Any
machine where such a mnnedion succedlsis noted as active. Sincemany systems log any
connedion attempts, this type of scan isrelatively easy to reagnise from standard audit data.

e TCPSYN (Stealth) scan: This £an sendsa @mnned request to every candidate machine
(similar to the Conned() scan), but does not compl ete the connedion by sending afinal
SYN/ACK packet. In thisway, the cmnnedion fails and does not generally show upin the
system logs—hencea “stealth” scan. Sincethis <an has asimilar signatureto a SYN flood
attack [ Schuba96], many seaurity systems now log such occurrences.

e Stealth FIN, Xmas, ACK and NULL scans. These scansall form part of the same family of
variations on the SYN scan techniques. Each sendsa spedal packet to a candidate address
deducing whether a port isopen or not from RST reply packets (which indicate a dosed port).
If not reply isreceved the port is open — a therequest lost in trandt, such as being discarded
by afirewall. FIN scans consists of packets with the FIN flag set, Xmas sans of packets with
the FIN, URG and PUSH flags st, and NULL scans of packets with no set flags. The ACK
scan consists of packets with the ACK flag set (generally dencting replies), and so are often
capable of penetrating firewall s — as demonstrated in sedion 9.

e UDP scans: This scan consists of sending UDP packets to likdly ports on candidate machines
—at wordt, scanning for any open UDP ports. Since UDP is connedionless such attemptsare

18 Seealso [Ruiu99 for detail s on how these services function through firewall s and filters.
19 An example of this type of tod, nmap, is described in sedtion 8.1 andin [Nmap], [NMap9§ and

[NMap99g
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harder to control using filtering firewall s, and may be apable of finding unproteded services

and hosts.
Many variations on these scanning techniques exists — including scans using fragmented packets,
and scans spread acrossalong period or anumber of source machines. In practice, completdy
blocking scansis probably infeasible — but may give an adminigtrator ealy warning of an
impending attack.
Buffer Overflows. Thisisactualy rich category of spedfic attacks, all usng similar weaknesses
in software. The re of the dtack isto passan unusually structured (often very long) value asa
parameter to a system, when it is expeding something else — for example, requesting an FTP
server to change the working dredory to an extremely long filename.  What happens, in general,
isthat the parameter overflows its gorage buffer, overwriting commands that would later be
exeauted —allowing an attacker to have abitrary commands exeauted by theremote server. These
commands can then be used to do any number of things —typically, creating an interactive shell,
modifying accessrestrictions, or retrieving sensitive information, such asa passwvord list. Refer to
[spyrit99] for details on thistedchnique.
Open door sand abused trust. In order to ssimplify authentication and accesscontrol, many
systems accept assertions made by trusted systems. For example, the rsh series of commands
accepts the remote machine' s claims to user identity, if the remote machineis authorised to make
such claims. Thisall ows a number of attack techniques, based around abusing the asaumptions
made in such systems. One technique described in [Bell ovin95] involves an attacker assuming the
identity of a trusted machine, allowing it accessto the trusting system. Another is based on the
fact that under some systems (such as some Unix variants), users can control which other machines
aretrusted (usingthe .rhosts file). A common escal ation step in attacking such ahost isto modify
thisfile, to allow the dtacker freeaccess See[Farmer93] for an example of the processinvolved.
Social Engineering. Thistype of attack is one of the oldest, and most effedive way of bypassng
seaurity mechanisms: fool somebody with the ability to do it for you. Variationsrange from
guessng information based on the attacker’ s knowledge of the target involved (see[ Remsing9g]),
to impersonating personnel, and more. The only way to proted an organisation isto ensure that it
has a sufficiently clear seaurity policy, and that its users are educated —no technicd measures can
prevent this type of attack. For agood example of how effective this can be, see[Hafner91].
Application Attacks. These atacks depend an convincing an appli cation to do something it was
not expeded to — owerwrite fil es, exeaute mmmandsit should not, or give away information that
should be hidden. In addition, these atacks are notable sincethey can often penetrate even the
best devel oped seaurity mechanisms —the only defenceis to keep the gplications themsalves
seare. Examplesinclude requesting password filesvia FTP or HTTP, attempting to overwrite
sensitive fil es via the same, or passng unexpeded information to server applications — such as any
of therange of CGI exploitsavailable. For a good example of how thistype of attack procees,
refer to [ZDNet99-2].
Trojan software. The problem of computer viruses iswell-known; but the techniques used for
propagating these programs can aso be used to compromise seaurity. A good exampleisthe Back
Orificesystem — once an infeded application isrun on a system, it install s a backdoor on the
system, allowing the dtacker freeaccess[cDc98]. Preventing thistype of attack is difficult —it
requires user education, and seaurity to be degoly embedded into systems [ Schneier99-2].
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4. Policy issues for Active Security

4.1 What is Security Policy

An organisation’s Seaurity Poli cy defines and autlines the measures present to ensure that the
confidentiality, integrity and availability of systemsremain intact?®. Thisincludes such items as:

e Systemreview: What systems arein place andin need of protedion.

e Risk assessment: What therisk factors aff ecting such systems are, and how vulnerable the
organisation isto harm should one of theserisks be realised.

e General intent: How the palicy isto ke interpreted, and how to resolve issues not diredly covered
in the palicy.

« Measureselection: A listing o what measures arein place, describing their placement,
configuration, and operationa parameters.

e Operational protocols. What steps areto be taken under spedfic drcumstances, such as g/stem
update protocols and change management, intrusion response ad general operations.

« Responsibility allocation and authority: Who isresponsible for spedfic actions or parts of the
systems, and what authority they bear.

e Security policy infor mation: When and how the policy is reviewed, whereit is kept, and what
authority underwrites it

In effed, the searity policy of an organisation circumscribes the measures taken by an organisation to
ensure that computing systems are proteded under operational and adverse drcumstances. Two main
techniques are generall y used to ensure that resources are adequately proteded: basdline protedion and
customised protedion [I TSEC99].

Basdli ne protedion implies the appli cation of seaurity mechanisns acrossthe entirety of a system or
subsystem, without regard for the spedfic neads of components. This requires minimal risk
asessnent, and may offer acceptable seaurity in low-risk environments, but generaly will not offer the
most cost-effective protedion or adequatdly proted sensitive systems. In addition, certain safeguards
may actually reducethe seaurity of a system (in terms of the criticd factors mentioned above). For
example, encryption improves the anfidentiality of systems, but deaeases availability. Therefore, for
systems where high availahilit y supersedes confidentiality (e.g. internal email systems), the use of this
medhanism reduces overall seaurity.

Customised protedion isthe application of security mechanisms based on a detail ed risk assessment, in
order to addressthe particular needs of a system. This ensuresthe most efficient allocation of
resources, and avoids the problem of inappropriate seaurity measures, but requires amore momplex
asessnent of the neads of an organisation. In addition, an incompl ete assesament would result ina
mismatch between the actual and estimated needs of a system, creding gapsin the seaurity present.

A method that is often used is to combine the techniques described above: using baseline seaurity to
increase overall protedion, and proteding criticd or sensitive systems with custom measures. This
offers many of the advantages of both worlds: a @mmon base of protedion system-wide, sufficient
protedion for vulnerable systems, protedion against changesin risk patterns, and smplified
adminigration.

Intrusion Detedion and Active Searity medanisms lend themselves to both baseline and customised
seaurity. Applying these measures system-wide all ows the system to ke proteded against general
misuse, but may require significant resources. By optimising the placement and configuration of these
tods, it ispossble to offer bath increased protedion for sensitive systems, and more @ntext-sensitive
detedion, at the cost of general protedion. For example, IDS deployment often concentrates monitors
in high-risk areas, such as network ingresspoints (e.g. adjacent to firewall s), or in the presence of
valuable resources (such as network server farms) [Medina98].

20 For more detail on creating a Seaurity Policy, refer to: [<<list seaurity policy references>>]
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4.2 The relationship between Active Security and Security Policy

The Active Seaurity tod's discussd in this document are cpable of being used as part of a basdline
seaurity strategy. Thisis aso effectively what an organisation defaults to, when no formal Seaurity
Policy is st out. Inorder to be used to greaest effed, however, these tods need to be deployed and
configured with knowledge of the neeads and behaviour of the spedfic systemsinvolved. [Ranum97)

Asanillustration, IDS can function on any network or host system, attempting to reagnise generally
known abusive behaviour (such asinvalid network traffic). Such a system will not be cpable of
reagnising misuse, where such misuse does not correspond to anomalous or illega activity. For
example, such an IDS would offer no protedion againgt users attempting to accessresourcesin an
inappropriate manner: for example, Joe from Sales attempting to read the personnd database (usinga
syntacticdly legal query).

Embedding information from the seaurity policy into such tods can greatly improve their efficacy. To
extend the example, if it isknown that certain actions are preduded by the seaurity palicy, the IDS and
other tod's could be mnfigured to include thisinformation. Knowing that nobady outside the
personnel department can accessthat database, an IDS could easly deted Jo€' s attempt. The DS can
report the problem to seaurity personnel —whether thisisa case of internal abuse, or Jo€' s identity has
been compromised and abused.

In addition, Active Seaurity tods can only function corredly if they are mnstantly maintained and
monitored. As auch, they depend on a seaurity policy that defines how, and by whom, they areto be
cared for —these todsrapidly lose their function if they areignored. As described more fully in the
next sedion, thereporting capabilities of these tod's also imply the need for policiesto be set out, in
order to handle the changing system.

The seaurity policy may also devel op from the results gained from Active Seaurity measures. These
tods offer rich detail on the seaurity state of a system: which areas are weak, which areas are being
attacked, and the general behaviour of a system. Thisall ows the system administration to extract
system-specific information on the red seaurity needs of the system, and modify the seaurity policy
accordingly. The information gained from these tods can show not only seaurity problems — but also
performance, management and configuration problems, and may give early warning o system fail ures
[Tripwire9d].

4.3 Intrusion Response Policy

Active Security in generd, and Intrusion Detedion in particular, isaimed at identifying problemsin
computer network systems. In order to make dfective use of theresults of this type of toal, an
organisation neels to have palicies and procedures in place before an intrusion ocaurs. This ensures
that critical systems are not mistakenly disconneded, that personnd handling an intrusion have
authority and guidancefor appropriate arredive action, and avoids later problems in the admisshility
of evidence gathered during the goisode.

In order to ensure that an intrusion has minimal impact on the functioning o an organisation, a number

of spedfic dedsions must be made and dbcumented [CERT99]*:

e Fird, determine the basic sanceto be taken: to proted and restore the system, or to gather
information to all ow future proseaution and repair. [Siyan95] listsanumber of factors influencing
thisdedsion; for non-criticd systems, allowing an intrusion to proceel (for thetime being) may
alow entry techniques, and other resources compromised, to be identified.

*  What series of actions sould be taken in response to an intrusion, and the relative priorities of
such actions. Optionsinclude notifying a searity administrator, documenting the intrusion®?,
identifying the paint of entry, geding (or restricting) an intruder, repairing damage axd kringing
the system back online. Information on how the prioriti es of these options depend on the situation
should also he present.

%1 For more information, refer to [Siyan95] pg.109-116, [Chapman95 pg.413-434, and [DSDIS]
sedion 14.
%2 [ Sommer97] includes a description of computer forensic techniques.
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«  What authority an intrusion handling team has— what actions they may take without further
authorisation, what actions they require authorisation for, and how authorisation could be obtained.

e What resources are available to response teams: links to arganisations such as CERT, local law
enforcement, system vendors and | SPs; administrative staff with spedalised skill s; tods and
documentation available on the system.

«  How and when affected systems should be repaired (or replaced) and restored to use: restoring a
machine may destroy evidence and leave it open to arepeda of the intrusion, but disconneding
critical systemswould have an additi ona impact.

In order for such policiesto be dfective, personnd monitoring searity should be trained in the
prescribed procedures, and should have ready accessto the seaurity poli cy during an attack®.
[DOD99] In addition, this policy should be maintained on aregular basis, as sftware and systems
deployed change.

A particular problem in responding to intrusions involves ensuring that the evidence gathered during
the @urse of an intrusion is acceptable in a wurt of law. Intrusion Detedion systems, in principle,
should provide a solution to this problem. In order for the information produced by an IDSto be
effedive, however, it neals to be cmplete, accurate, and have a clea chain of custody. In particular,
[Sommer98] notes anumber of spedfic requirements:

e Evidence should take the form of multipleindependent corrobaating streams, rather than a single
unified stream.

e Someform of synchronisation between streansisnecessary, typically a synchronised clock
record.

e Thedefencemay require disclosure of the mmplete detail s of an evidence-gathering tod,
including configuration details. With commercial tods and sensitive network information, this
may be problematic.

e The evidencewould have to he formally “produced” by responsible parties —thisincludes rules as
to the production of information generated on ateam basis.

« AnIDSwould nee to ensure that information gathered during an attack cannot be compromised
by attackers, drawing its appli cability into doubt.

Whereevidenceis based on derived data, the raw datamust be avail able for disclosure — posshbly
requiring the coll edion of large volumes of system logs or network traces.

e Therenedalsto be aclea “continuity of evidence’ from gatheringto presentation.

These requirements need to be taken into account when drafting an intrusion response policy, in order
to ensure that legal action is possble, if the nead arises. For more details, refer to [Sommer97],
[Sommer9g], [I DS-Fag99] sedion 3.7-9, [DSD98] sedion 14 [Siyan95] chapter 3, [Chapman95]
chapter 13 or such organisations as CERT** and FIRST?.

4.4 Policy Review

Seaurity in computer networks isarapidly changing field: tods sich asfirewall sand IDS have only
entered the maingtream in the last few years, and new challenges are amerging on amonthly basis. In
addition, the network structure and systems used by organisations continualy evolve. For thisreason,
it iscriticd that the seaurity policy be reviewed on aregular basis.

For Active Seaurity, the need for regular review is even more fundamental. Firstly, the fidd isat the
forefront of current development, with new tools and problems being devel oped continualy. An out-
of-date system off ers afal se sense of seaurity, astedchniques develop that bypassit. Semndly, active
seaurity tools have doseties to the @nfiguration and behaviour of the system it aimsto proted. In
order for changed systemsto be offered corred protedion, active searity systems need to be changed
to reflea the change in network configuration.

23 An example of how an Intrusion Response should work can be found in [| CSA98] Case 1.
24 hitp://www.cert.org
%5 hitp://www.first.org
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5. How Intrusion Detection works

5.1 The goals of Intrusion Detection

Intrusion Detedion has asits primary goal the detedion of abuse of computer systems. Theided IDS
would be apable of deteding intrusive behaviour in progress notify seaurity personnd of the problem,
and be @pable of taking independent action to minimise the risk posed by such abuse.

A second, lessobvious goal of IDSisto called data on system behaviour, in order to facilitate
recvery after intrusions, identify the source and methods involved in an attack, and serve aslegal
evidencein the @ase of a proseaution in the aftermath of an episode.

These goals can be broken down into the foll owing spedfic points:

e |IDSmust be apable of accurately differentiating normal or acceptable user behaviour from
potentially damaging actions.

e |DSshould be @pable of scaling acrossthe large composite networks increasingly present in the
red world.

e |DSshould be @pable of handlingthe omplex structures and interaction typical of modern
heterogeneous networks, and should be apable of deployment acrossa variety of network and
system architedures.

e |DSshould be @pable of adapting in response to new attacks and wsage patterns, ideally with
minimal administrative intervention.

e |DSshould dfer reports of attacksin real time, idedly astheintrusionisin progress—allowing
seaurity personnd to take wrredive action.

e |DSshould co-operate with other seaurity mechanisms, increasing the overall seaurity of systems.
Ideally, IDS should be capable of deteding failures or attacks on other seaurity mechanisms,
forming a second level of defence

e |DSshould be @pable of responding to intrusive behaviour: by increasing its monitoringin the
relevant sedions, increasing the seaurity in relevant sedions, or by excluding o restricting
intrusive behaviour.

e |DS should reagnise abusive behaviour in all sedions of a system.

« AnIDSshould proted itsdf againg attacks, ensuring that the integrity of the greaer system, and
audit information up to the point of compromise remainsintact, and ensuring that a ompromised
or hostile mmponent cannot adversely affect the functioning of the system as awhole.

e AnIDS should continue to function in the presence of network failures, unreiable transmisson,
high system loads, and denial of serviceattacks.

e |DSshould have a minimal impact on normal system behaviour: it should use limited system and
communication resources andit should not interfere with legal behaviour. Thisimpliesthat the
level of false positives should be minimised, espedally in the presence of response cpabilities.

e |DSshould generate audit information in amanner and form that is amenable to later use for
network profiling and wsein the remvery of intrusons—in particular, IDS should generate
information in a manner that would alow it to be admissble as evidencein a court of law.

e |DSshould refled the seaurity policy of the organisation in which it is deployed, all owing the
priorities of that organisation to shape the level and form of monitoring present.

5.2 An architectural outline

Intrusion Detedion systems have evolved from monolithic batch-oriented structuresto complex,
distributed real-time networks of components. In this devel opment, a basic generad model has
emerged, dl owing discrete functiona componentsto be distinguished. [ Debar99]
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Intrusion Detection Network Structure

A typical IDS structure @nsists of the foll owing components:

e Sensors. These mmponentsform the data-gathering sedion of an IDS. Sensor modul es take the
form of monitoring processes on networked hosts (extracting information from the hosts' event
logs, audit information, application logs, and general state), or of dedicated network monitors
conneded to an observation point on a network segment. From there, anetwork monitor inspeds
al visible network traffic, synthesising event logs from observed traffic. These systems also filter
the event logs, generating summaries that are forwarded to IDS Monitors.

e Monitors: The processng segment of an IDS, these systems receve and interpret event summaries
receved from sensors. These event summaries are then inspeded for anomal ous or suspicious
activity, and suspicion reports are generated. The suspicion reports are forwarded to higher level
monitors, or to resolver units.

e Resolver: These modules recéve suspicion reports from monitors, and are responsible for
determining appropriate responses — reporting to an administrator, changing the behaviour of
lower level components (for example, increasing sensitivity or logging on subsidiary monitors or
sensors) or reanfiguring aher seaurity mechanisms such as firewall s.

e Contradller: Inadistributed IDS, configuration of componentsis possble via centralised
contrallers. These modules, while not involved in the ongoing functioning of an IDS, smplify
adminigration, and al ow administrative personnel to rapidly reconfigure IDS components (for
example, increasing therecords kept in the ase of an intrusion).

The division between these modules in contemporary IDS is often indistinct. Early, single-system IDS
had all four components functioning asa sngle unit. With the devel opment of distributed IDS,
however, these @mmponents are becoming more distinct. Systems such as GrIDS (sedion 6.7), AAFID
(sedion 6.8), and EMERALD (sedton 6.9) extend this model by applying these @mmponentsin a
cascading fashion —all owing higher level system overviews to be gained as a user ascends through the
tree

5.3 Intrusion Detection Techniques

Intrusion Detedion methodol ogies can be broken down into two major caegories: Misuse Detedion
and Anomaly Detedion. In addition, anumber of lesser classfications are posshble based on the
location of sensors, the nature of events reviewed, the exeaution timing of monitors, and the correlation
of results between resolver units.
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Misuse Detection (M-IDS) attempts to match observed behaviour againg known intrusive behavioural
patterns. A variety of techniques have been used to model and recognise atack patterns, such as expert
systems [PBEST99], sgnature anaysis (used in [NFR97], [NetRanger99], [Blackl CE99), Petri nets
[Kumar95], state-transition analysis, and genetic dgorithms [GASSATA98]. A common element
between these techniquesis that they attempt to represent the essntial nature of a known attack in such
away that variations on that attack can be distinguished from normal behaviour. Anything that isnot
reamgnised as an attack is accepted as legal behaviour.

In commercial systems, the dominant form of misuse detedion used is sgnature analysis, dueto the
simplicity of representation and efficiency of implementation possble. A limitation of this approach,
and M-IDSin generd, isthat the signature set requires constant review as new attacks develop. In
addition, as more attacks and attack variations beame avail able, the number of rules againg which an
event stream must be cheded becomes larger —lealing to scaling difficulties[IDSLit].

Anomaly Detection (A-1DS) attemptsto model the expeced behaviour of objeds (users, processes,
network hosts and the like). Any action that does not correspond to expedationsis considered
suspicious. The strength of these methods liesin their ahility to differentiate normal user behaviour,
anomal ous acceptabl e behaviour, and intrusive behaviour. Techniques used for constructing models
include statisticd measures (static or adaptive) [Anderson95], expert systems [Frank92], neural
networks [Debar92], and user behaviour patterning [Lane97]. Any observed behaviour is compared to
known patterns or expeded behaviour —large deviations are noted as suspicious.

Few commercial systems currently use this approach — systems using these methods generdly stem
from academic projeds (e.g. IDES, EMERALD). Themain reasons for thisinclude:

e System overhead involved in maintaining and cheding complex behavioura models.

e Overhead involved in maintaining profil es for every ohject involved in large systems.

« Difficulty distinguishing valid changesin user behaviour from intrusive behaviour.

e Problems modelling complex heterogeneous systems accurately.

e Generation of large numbers of fal se positi ves as model s adapt to behaviour changes.

e Theability for attackersto train adaptive models to ignore intrusive behaviour.

« Difficulty in customising a system to take seaurity policy into acocount.

L ocation of sensors. IDS sensors are generally either network or host-based. Network based sensors
form the mainstay of current commercial IDS products, sincethey placeno processng overhead an
network hosts, and no audit or logging requirements for hosts monitored. In additi on, network sensors
are more difficult to compromise in the event of an attack, and can monitor an entire network segment
from asingle sensor. [Ptacek98] shows, however, that an intruder can generatetraffic that is observed
differently by a sensor and attacked host. In additi on, network sensors have difficulty in handing
modern networking technologies, such as sitched networks, high-speed network links, and encrypted
communication.

Host based detedion avoids many of the difficulti es of network sensors, sincethe sensor is guaranteed
to doserve the same traffic as the host monitored (bypassng insertion and encryption problems, and
scaling issues on high-speed networks). In addition, a host sensor has accessto event and audit
information local to the host system, all owing locali sed misuseto be deteded. However, host-based
monitoring places an additiona overhead on every system monitored, requires platform-spedfic
sensors, and may become a liahility if a host beames compromised. In any case, sensor reports from a
compromised host are, at best, unusable —at worst, it serves as a springbaard for attacking ather IDS
modules.

Due to the wstsinvolved in monitoring every host or segment on a network, 1DS sensors are often
deployed sdledivdy, focusing on locationsthat contain valuable or high-risk resources. Examples
include placing sensors nea gateways between trusted and untrusted networks (e.g. just inside a
firewall), placing sensors nea valuable network resources (such as critical servers), or placing network
sensors in natural network convergence points (such as on a central router or backbone) [Medina98].
While such limited coverage reduces the cpahilities of IDS tods to recognise and trace distributed
attacks, this dl ows a more ast-effedive deployment of security mechanisms. Refer to sedion 5.2 for
adiagram illustrating possble IDS component placements.
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Monitor processing patterns. Theideal IDS would be cpable of detecting all attacksin red time, and
offer comprehensive historical summaries. In practice, DS systems often break down into red-time or
batch-oriented systems. Real-time systems, whil e offering quicker responseto intrusions, suffer from
performanceisaues (such systems must be apable of inspeding large anounts of information in red
time), and have difficulty reagnising complex or distributed attack patterns. The ahility of real-time
detedion to observe and respond to intrusionsin progress potentially preventing a minimising
resulting damage, can however be of great value. Mast commercia products appea to fall within this
group: anotable exception isthe Shadow system (refer to Sedion 6.2). In addition, real-time systems
effedively require a sensor and its primary monitor to reside on the same host, due to communication
overheads.

Batch or periodic review systems coll ed event data and insped the cll eded traces a regular intervals.
Such inspedions allow more @mmplex analysis, since alarge window of information is available, and
do not suffer from many of the performance problems inherent in real-time processng. Sincethis
technique places a delay between the occurrence and detedion of intrusive behaviour, it is most
appropriate to low-threa environments, and where seaurity personnel are not continually avail able. In
addition, this dyle of review places alower processing load on sensor modules, and all ows gorage
overhead (which can be significant) to be centrdised. Findly, the availability of historical information
surrounding an intrusion may grealy simplify the repair and strengthening of seaurity weaknesses.

Distributed correéation: Many of the energing IDS products offer distributed correlation of attack
results. This correlation ranges from simple compositi on, where results from different resolver units
are presented via the same interface (e.g. Shadow), to hierarchical structures where higher level views
of attacks are available (e.g. GrIDS, EMERALD). Composition of results offers dightly greaer
convenience but no improvement in theresulting output (e.g. Shadow). Thenext tier, where a
centrali sed resolver compoundsresults (e.g. DIDS) al ows reagnition of distributed trends, but suffers
from scalingisaues. At the atting edge, systems are being devel oped where resolver systems are
deployed in a hierarchic fashion, each abstracting lower level information to offer amore general
image (e.g. EMERALD, AAFID, GrIDS).

5.4 Capabilities of Intrusion Detection Systems

Intrusion Detedion and Active Seaurity medanisms offer anumber of benefits to an organisation:

e Intrusion Detedion systems can offer asecnd level of security for other seaurity mechanisms. In
many cases, an attack will target seaurity mechanismsdiredly. Should the mechanism or the
system underlying it fail, Intrusion Detedion systems can trigger aerts, al owing the problem to be
repaired and resulting damage to be minimised.

e Intrusion Detedion systems allow system administratorsto form a cleaer view of what the true
seaurity state of their systemsis. Audit trail sand system logs often contain val uable information,
but are generaly in aformat that are unusable to all but the most expert of users. Asasde dfed
of their interpretation of thisinformation, IDS can offer comprehensible summaries of this
information, posshly alerting aperatorsto problems even before they happen?®.

e Intrusion Detedion systems are designed to extract information useful in tracing intrusions. This
enables them to identify when system abuse occurs, as well as tracethe abuse to an entry point to
the system: either to some external network host or, in the case of an internal malefactor, diredly
to theresponsible party.

« |Inaddition to recognising the source of abuse, IDS can often identify the exact nature of that
abuse. Thisallows geps to be taken to repair or mitigate the effects of such abuse, and to ypdate
procedures and systems to prevent future reaurrences. For example, intrusions commonly include
the modification of system fil es to facili tate future access[Badkdoor97], and to erase signs of the
intrusion. In addition, the am of theintrusion itself might be sabatage or ateration of information;
such changes can be extremdly difficult to identify and repair. IDS, and particularly System

%6 For example, [Tripwire94] describes an Integrity Chedker deteding ahard drive fail ure where even
drive diagnostics did not. [Ranum97-2] describes a similar occasion for an A-IDS.
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Integrity Chedkers (refer to Sedion 8.3), can simplify thistask greatly by indicating which files
were, or were not, modified.?’

e There aeanumber of complicationsin using computer-generated logsin lega procealings.
Should the need arise to proseaute an intruder, the dataheld in IDS logs may be more likdy to
offer acceptable evidence— particularly if the IDS was designed with thisgoal in mind. Thisis
discussed in more detail in Sedion 4.3, and in [Sommer9§].

e Intrusion Detedion tods may be able to reagnise system misconfigurations or failures. Many
attacks are based on creating ill egal input to systems; other sources of ill egal datawould also be
reagnised by an IDS. [Bellovin93] describes a number of examples of such anomalies deteded
using Intrusion Detedion techniques.

e When combined with network seaurity scanners and similar tods, IDS can identify security issues
in networks before they become hazardous. For example, finding out that afirewall is vulnerable
to a spedfic attack while mnfiguring seaurity all ows early preventative action. Refer to Sedion 9
for an example of how such tods may be combined.

e |DSsystems can help to identify which attacks are being used againg your systems, and what
system resources are being targeted. This all ows system administrators to baost seaurity where it
isneaded, ingead o whereit may be nealed.

e Every month, new attacks are being discovered. Misuse-detedion tods come with extensive
libraries of attack signatures, which are onstantly being updated. Thisreli eves the system
adminigtrators of the responsibil ity of kegoing track of what new attacks might be implemented
against them —that isafunction of the experts maintaining the M-IDS's sgnature database.

« Kegqing track of the seaurity of anetwork isa mmplex task. IDS products have anbedded
knowledge on network seaurity, which al ows less pedali sed administrative personnel to maintain
network seaurity effedively.

« Inorder to use Active Seaurity tods effectively, the organisational seaurity policy must be well
developed (refer to Sedion 4 for more detail). By off ering detail ed information on the seaurity
status and behaviour of a network, IDS can help in establi shing a mmprehensive seaurity palicy.
In addition, many Active Seaurity tods include recmmendations giving guidancein formulating
and refining a Seaurity Policy.

5.5 Limitations of current Intrusion Detection

Clealy, Intrusion Detedion systems offer anumber of advantagesin terms of network seaurity and
management. However, DS does not offer a compl ete solution to network seaurity. In particular,
there ae anumber of limitations and problems that restrict the usefulnessof current IDSs:

e AnIDS cannot stop ongoing intrusions. While an IDS may be @pable of detecting an intrusion
whileit is ocaurring, it is esentialy areporting tod — it cannot diredly disconned abusive
connedions. Many current DS claim the cpabil ity of responding and Hocking intrusions, but
these @pabilities generally depend on remnfiguring ather security mechanisms aready in place
(for example, having a firewall block a spedfic site from accesg?®.

e AnIDS cannot traceintrusive behaviour in environments with poor authentication and
identification structures?®. Whereit is possble for a user to gain anonymity in a system, an IDS
might be apable of isolating the intrusive behaviour, but cannot trace back the intrusion beyond
the point of anonymity®. In addition, many intrusions consist of discrete steps—an IDS may be
unable to correlate these steps where these do not have a common source. Thismay lead to false
negatives — intrusive activity going unreported.

27 [Tripwire94] and [| CSA98] contain examples of how valuable this differentiation can be.

%8 |n addition, current IDS systems suffer from fal se positi ve and negative results — making automatic
responses likdly to adversaly impact legitimate users.

29 Pattern-based methods of reagnising users, whil e being researched ([Lane97]), has not yet
sufficiently matured to dfer a solution.

%0 The Internet is an excel ent example of an environment capable of offering anonymity to its users.
This may change when IPv6 comes into general use, however. <<refs?>>
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IDSs are designed to call ed information on intrusive behaviour, and attempt to trace such
behaviour toits ource However, dueto the aurrent nature of networking protocols and systems,
the best an IDS can generally do isto trace an intrusion to its point of entry into the proteded
system. Inthe sameway, IDS will attempt to identify the nature of an intrusion. However, by the
very nature of the subject, it will often not be possble for an automatic system to fully
comprehend the nature of an attack. Therefore, while an IDSis an invaluabletod diagnosing an
attack, human spedalist knowledge will generally be required for incident handling®.

In order to fully proted an organisation, an IDS should be aware of the seaurity policy of that
organisation. In particular, every IDS has a particular mechanism for distinguishing acceptable
and unacceptabl e behaviour, originaly based on a general, basdline approach. Unlessan IDSis
spedfically configured to recognise spedfic, additional actions asintrusive (for example, by
defining new rules for an M-1DS), it will not flag those actions. For example, browsing through
other users’ filesmay be against an organisation’s saurity policy, but it will not generdly trigger
an |IDSresponse (unlessotherwise intrusive action was taken to gain accessto such files). By the
same token, an DS cannot function optimally in the absence of a seaurity policy —in these ses,
it becomes, essentially, part of a baseline approach to seaurity.

Attackers are often very aware of the presence of |DS capabil ities on anetwork, and wil | often
diredly attack such systems [Phrack98]. An IDS cannot function corredly if the information it
recevesis corrupted. Should an attacker succeel in dsabling an DS sensor, the system will , at
best, retain records up to thelossof contact. A more dangerous senario iswhere an attacker takes
over and impersonates a sensor: no alert will be generated from losing contact, and an attacker cen
then fead arbitrary information to the monitor. While IDS protocols and modules are designed to
resist attack, thereports of an IDSis only as good as the information it isfed.

IDSs generdly depend on seang all traffic on anetwork segment, or all of the event logs for a
host-based IDS. With the arrent increasing use of network bandwidth, it isbecoming imposshle
for any machine to dependably monitor a network link under heavy load®2 Thisimplies that some
parts of an attack may be missd. A similar problem is the increasing use of switching technology
in networks —where an IDS sensor would have to be enbedded into the switch hardwarein order
to ensure that it can insped all traffic®®, One possble solution tothisisto pace DS sensorsin
particularly sensitive places, or on natural network battleneds (such asnext to afirewall). In any
case, the cverage of the IDS beames incompl ete, and there is opportunity for unreported abuse.

In order to reacgnise dtacks, an IDS has to model the dfect of an event on the systemsit is
proteding. Particularly in network DS, the heterogeneity of systems monitored may cause
problems. In particular, sincedifferent systems respond differently to the same events[Ptacek9§],
it beaomes impossble for an IDS to acaurately predict the dfect of any given sequence®. This
implies that an IDS needs to maintain a detail ed sate of the network it isguarding (which is
clearly infeasible), or make asaumptions asto the dfed of observed events. The end result isthat
it becomes passhleto have dfective attacks being obscured from IDS systems — again, leading to
fal se positi ves and fal se negatives.

IDS have problems recognising low-bandwidth attacks. In order to reagnise attacks consisting of
multiple esents, most systems retain state information about recant event sequences. Dueto

li mitations on hardware resources, however, attacks that consist of widely spread eventswill be
ignored. For more detail on a system that attempts to addressthis problem, refer to sedion 6.2 an
the Shadow/Step IDS.

New attack forms are ontinually being discovered. Current IDS systems have limited capabilities
for deteding attacks that differ significantly from previoudy known attacks — exactly those attacks
that systems are most vulnerableto. A-IDS may have some successin deteding such attacks, but

IDS tods must be updated and maintained continually to ensure that their coverage remains intact.

31 [Sommer98] includes a case demonstrating the difficulty of tracing an attacker —involving a
London-based attacker ill egall y using an exchange in Bogota (Columbia) to contact a Sedtle ISP,
From afreeshel acoount at this ste, anumber of military networks were attacked.

%2 Accoording to [| CSA98], the aurrent maximum is 100% analysis coverage at 65 Mbps.

%3 Even there, monitoring may not be feasible: the effective bandwidth of a switch often far excealsits
nominal rates, as parallel independent dialogues are handed. [IDSList]

% For example, different OSs handle overlapping fragments differently. Without knowledge of the
system involved, and IDS would be unable to simulate the messages receved by such ahost.
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e Finally, current IDStechnology suffers from scaling problems. Modern networks are antinually
becoming larger and more mnneded, and attacks are emerging that make use of distributed
sources, and attacking wider groups of targets. Where the behaviour observed by alocali sed
sensor might not refled intrusive behaviour, the global picture may be entirdly different. Asan
example, consider a passvord-guessng attack. An IDSwould be likely to notice alarge number
of fail ed authentication attempts with a common source. However, making wse of distributed
authentication systems (such as NIS), an attacker could spread the probes acrossa wide range of
machines and networks. At any given singlelocation, thiswould not be observed as intrusive
behaviour (a small number of fail ed authentication attemptsis generaly acceptable), but viewed
acrossthe entire network, this should be reagnised as an attack.

Much of the recant research in Intrusion Detedion has been aimed at devel oping mechanisms for
sharing intrusion information between alarge number of systems. In particular, EMERALD
(Sedion 6.9), AAFID (Sedion 6.8) and GrIDS (Sedion 6.6) are dl recant systems designed to
addressthisisaue. In addition, the current effortsin standardising IDS communi cations would
all ow distributed systems to be constructed using components from different vendors.

5.6 Current areas of development

e Distributed IDS: Making IDS technology more scalable, and allowing sharing of intrusion
information between a network of IDS modules[EMERALD] [GrIDS]

e Useof Artificial Intelligence (Al) techniquesin IDS: Traditionally, anomaly detedion has been
based on statistical measures and heurigtics. With the use of Al techniques, many of the basic
limitationsin current A-IDS could be addressed: performance problems due to the statistical
coll edion, the choice of appropriate measures to modd popul ations, management of model
evolution to allow for changein user behaviour, and user profil e folding.

In addition, Al techniques could be used to improve the pattern matching capabilities of M-I1DS,
improving the recognition of new and variant attacks, and reducing the dependence on human-
generated expert rules.

« Embedded IDS: Seaurity is becoming ever more of an isaue on all levels of networking. Building
IDS capahiliti esinto network devices, such asrouters, switches and firewall sis becoming an issue
[Cheung97.

e Applicaion of IDS techniques in non-network environments. Examples include the use of IDS
techniques to monitor telephone traffic and credit card transactions. [Anderson98]

e Adapting IDS to new technologies: New networking protocols and products are @ntinually being
developed, affeding the functioning o IDS technologies.

e |DS Sandards. As|DS technology becomes more mainstream, efforts to standardise the
communication between IDS modules, and IDS interfaces, are developing. Refer to Sedion 7 for
more detail.

e Automatic reagnition of new attacks: Current M-IDS tod's are not capable of reagnising new
attacks, nor significant variations on existing attacks. Adaptive and Al techniques for reagnising
previously unseen attacks are still being devel oped.

e Current IDShave little cpability for responding to attacks in progress There ae some dfortsto
create IDS mechanisms for responding to suspicious behaviour, and automaticdly act to minimise
damage.
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6. Contemporary Intrusion Detection Systems and Products

This sedion describes a number of tods and techniques currently used in intrusion detedion. Dueto
space onstraints, some of these tods are only briefly described, but include references to more
complete descriptions. The ordering o sections loosdly foll ows the devel opment of IDS tods — from
simple manual techniques to complex distributed systems.

6.1 Manual review techniques

In many applications, full-scale IDS systems may not be appropriate. The systemsinvolved may not
be espedally vulnerable, resources may be scarce, or the scope of the system may make the overhead
imposed by IDS systems unacceptable — such asthe @ase for hobby or home systems. There ae a
number of techniques available for adding detedion capabil ities to existing systems without the need
for additional resources — two of which will be discussed here. Note that the discusson focuses on
Unix systems — similar techniques could be applied in other cases, however.

Thefirst method is esentially a spedali sed form of misuse detedion. On atypical system, therearea
number of services that will not bein use—for example, IMAP (143 or HTTP (80). Any attemptsto
conned to such services would be considered suspicious. Techniques based on this approach are
described in [Bdllovin94] chapter 7, and in [Spitzner99-4].

To briefly describe how thiswould work, consider a system with the IMAP (143), SMB (139, and
HTTP (80) ports unused. By conneding adummy serviceto each of these, it appeasto an attacker as
if thisisavalid port. Any connedionsto these portstrigger a script (or use asimilar mechanism to
raise an aert), which emails detail s of that connedion to a seaurity officer. This g/stem can easily be
refined by extending the fake dients —a dummy HTTP port, that always responds with a fixed error
404 message (addressnot found), could easily be envisaged.

The second method, taken from [Ranum97-2]%°, makes use of the log fil es and audit information
aready being gathered on the host. It esentialy boil s down to a host-based anomaly detedion system
—where any event not explicitly filtered is reported.

Thefirst sepisto set up alist of event patternsthat are uninteresting — the method Ranum describes
esentiadly searchesthe log for distinct messages. It isthen upto an administrator to dedde which of
these messages are not interesting, and define distinguishing petterns for these. These patterns take the
form or regular expressons —esentidly, expressons that would result in grep returning only these
lines. The IDS system then consists of scriptsthat retrieve new log events, and append them to a
critical log (if they do not match any of the filters st up). This produces extremey personali sed
filtering of the event logs — reducing them to a manageable size — and ensures that no events are
ignored (unlessthey are mnfigured tol).

These techniques, whil e crresponding to many of the typical mechanisms used in heavier IDS todls,
can markedly increase the dfedivenessof the seaurity alrealy in place on a system — which is exactly
the goal of intrusion detedion.

6.2 Shadow/Step/CIDER [Shadow98]

The CIDER (Co-operative Intrusion Detedion Evaluation and Response) tod kit isa series of public
domain tods, aimed at automating the information gathering and traffic analysis components for
intrusion detedion systems. The SHADOW (SANS's Heuristic Analysis system for Defensive Online
Warfare) system is constructed from these fredy avail able components. Asaresult, setting up a
Shadow intrusion detedion system involves minimal cost and user expertise, while the system is easily
customisable - unlike many of the cmmplex commercial systems described in this sedion.*®

%5 [ Spitzner99-3] describes a similar method for misuse detedion, using swatch
(ftp://ftp.stanford.edu/general/seaurity-tod s/swatch).
% The Shadow todkit and documentation is available from http://mww.nswe.navy.mil/| SSEEC/CID.

27



Structuraly, the Shadow system consists of a number of Perl and shell scriptslayered on top of
commonly avail able Unix tods. It usestcpdump (based on the libpcap library from the Network
Research Group as Lawrence Berkeley Laboratory) for traffic capture and analysis®’, SSH*® for seaure
communications between sensors and monitors, and the Apache® web server asareporting tod. In
addition, the Shadow package includes gedali sed scriptsto deted low-bandwidth and distributed
attacks, and a series of tcpdump filtersas M-IDS signatures.

Sensor Sensor
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Monitor

The structure of the Shadow/CIDER System

The Shadow system makes use of a series of distributed Sensors, coll eding and reducing traffic
observed on their local network segments. These sensors essentially consist of Unix machines running
tcpdump, storing headers from all packets with TCP flags <t or direded to TCP port 25 (SMTP).
Every hour, afile ontaining the most recant set of observationsis uploaded to the Monitor (using
SH™), whereit is further processed.

Under this approach, an attacker would be unable to gain much information on the IDS capabilities of
the system from a compromised sensor, and the individual sensorsrequire minimal resources. This
system is, however, only capable of traffic analysis. content-based analysis would require more
information to ke forwarded. At that point, network load between a sensor and monitor pair becomes a
major isaue. Finally, due to the simple nature of sensors, improving the detedion capabil ities of the
system is unlikdy to require modifications to the distributed components, simplifying management.

The Monitor isa central Unix system that coll eds traffic summaries from anumber of Sensors. These
reports are then filtered using arange of tcpdump filters, each of which correspondsto a spedfic
anomalous network event type. Matches on thesefiltersare @lleded in html fil es (organised by hour),
where they can be reviewed at the administrator’ sleisure. Thisreview depends heavily on the expertise
of the person reviewing: thefilters only extract eventsthat are suspicious, but seaurity personnel must
extract whether such patterns are significant.

Once spedfic suspicious activities are identified, an administrator can review the ll eded traffic
traces looking for similar events. For example, should alogin attempt originate from an unusual source
machine, an administrator can then request for other activity by that source during the past day.

37 Available from ftp:/ftp.eelbl.gov/

38 Available from http:/ns.uoregon.edu/pgps/sshstart.htm

%9 Available from http://www.apache.org/

40 Should a Sensor be mmpromised, an attacker may have a path into the Monitor system — dieto the
way in which S is configured in this system — and injeding fal se reports would be paosshble.
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Similarly, spedalised scripts areincluded to facilitate seaching for low-bandwidth or distributed
probes [Coord9§|.

A few comments on this g/stem:

«  Shadow uses periodic traffic analysis for intrusion detedion (spedfically, thefirst 96 bytes of each
packet, by default). This grealy restricts the use of such asystem, in that it isincapable of
reagnising valid (but intrusive) traffic — for example, it would be unable to recognise ay of a
wide range of CGl exploits. Inaddition, this /stem does not lend itself to immediate response to
intrusions — on average, results from a sensor will only be avail able half an hour after intrusive
activity.

e The system uses a pull-based reporting structure, where seaurity staff retrieve results whenever
they have time. Thisdiffersfrom most current seaurity systems, but makes ense in terms of the
periodic nature of analysis. It does, however, require that personnel actively monitor the system,
which may not be feasiblein small organisations.

e Therdatively raw nature of theresults produced mean that reviewing personnel have to be
extremely familiar with bath the network behaviour, and the nature of posghle attacks. This
effedively restrictsthe use of this gystem to seaurity spedalists.

e Dueto the mnstruction of thistodkit from commonly avail able mmponents and simple scripts,
thistod ishighly customisable. It lendsitsdf well tolow level analysis of network behaviour.

e Thissystem depends heavil y on context-spedfic recognition of ill egal or unusual behaviour. It
virtually requires a detail ed seaurity policy to bein place in order to al ow seaurity personnel to
differentiate legal and intrusive behaviour.

6.3 Network Flight Recorder (NFR)

The Network Flight Recorder network monitoring system (described in [Ranum97], and available from
http://www.nfr.net) is one of the most discussed new IDS systems. It combines content-based network
monitoring and an efficient filt ering mechanism, with some support for distributed review using a
centralised concentration point.*

NFR is an outgrowth of an in-house series of IDS tod s written around the NNStat statistical network
andysistoal. It retains much of the essential nature of its origins: it consists of a network monitor
based on the libpcap libraries, with a series of filtering and correlation layers built on top. Referring to
the previous discusson of IDS techniques, NFR is a pure network monitor — with all the advantages
and problems that entails.

Backend Backend Backend Backend

Filter Filter Filter

Network Packet Sucker

]

Schematic Structur e of the NFR ar chitecture

Network Bus

The basis of the NFR architedure isanetwork packet capture system based on amodified version
Berkedey packet filter (BPF and the libpcap packet cgptureinterface Captured packets are then
passd through a dedsion engine, conssting of a number of filters. Using these filters, information

41 Also notable about NFR is the fact that one of its authors, and CEO of NFR, is Markus Ranum — an
active ontributor to the IDS mailing list, and credited with the firewall phrase “Bastion Host” .
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from the a@ptured packetsis then forwarded to a seledion of backends, where the final packet
processng occurs. statistical information is compounded, packet event logs are generated, andthe IDS
stateis maintained. TCP stream and packet reassembly occurs in the dedsion engine, which reduces
the ommplexity of filters.

The NFR architecure includes a number of significant optimisations, al owing it to attain high capture
rates without packet loss Thefirst of these is the customised BPF capture module, allowing minimal
operating system overhead when capturing packets. Secondly, the system has a highly modular
structure: it is ssgmented into independent capture, dedsion engine, and backend layers.

A further significant techniqueis the use of a compil ed byteade language, named N-code, which is
used to spedfy thefilters used to classfy network packets. Many IDS systems use some form of
dedsion structure to identify packet types — by implementing these as a compil ed language, NFR gains
amarked performance boost. In addition, sinceonly a subset of the information for a packet (as
defined in thefilter) is passed on to the backend, this allows a marked reduction in information
retained, and allows the backends to be written independently.

The backends themsealves are essentially special-purpose @ll edion units, coll ating statitical
information, kegping watch for spedfic events, or maintaining a behavioural state for the system. For
example, one backend is described as a histogram module — counting the number of occurrences of a
given attribute tuple. One posshle use of thistype of backend would be to coll ed network usage
patterns (which machines conned to which others), posshly as a buil ding block for an anomaly
detedion system. Theindependent nature of the backend modules all ows them to be developed with
relative ease — allowing the system to rapidly devel op responses to novel attack mechanisms.

It cen be readily seen that the NFR system bears a marked resemblance to the Shadow system
described in Sedion 6.2. A number of differences are notable however. Firstly, NFR isareal-time
detedion system, processing packets during capture, whereas Shadow is esentialy an offline system.
Secondly, whil e bath NFR and Shadow are derived from the libpcap library, NFR adds a packet and
stream remnstruction layer (used in content inspedion). Thisalows NFR to detect fragmented and
application-level attacks, but makes it sensitive to issies surrounding the reconstruction of data
streans. Finaly, while bath Shadow and NFR use filt ering rules to extract pertinent events from the
raw packet stream, Shadow uses essentialy interpreted rules, whil e NFR uses compil ed N-code.
Where Shadow does not do further processng on filt ered packets, NFR's backends all ow the system to
be used for network profiling asreaily as misuse detedion.

6.4 BlackICE

BlacklCE is a host-based network IDS, running an a Microsoft Windows platform. Though aimed at
the onsumer market, it has a number of interesting features (from atechnicd point of view). These
include an extremdy simple ingtallation system, back tracing of intruders, and the ability to Hock
intrusive connedions [Blackl CE99].

Posgbly the most interesting asped of the system, however, isthe manner in which it bypasses the
problems inherent in many host-based or network-based systems. Host based systems depend on the
operating system for event reports— which is often not complete or dependable. Network based
systems have performance problems on high-bandwidth links, and have difficulty handling encrypted
traffic. BlacklCE sidesteps this problem by linking into the protocal stack of the host application —
effedively all owing it accessto information at any protocol level.

Effedively, BlacklCE isahybrid between current IDS methodologies. By being host-based, itis
capable of effectively proteding that single host with aminimal performance mst. Using network

information all ows it to gather as much information asis available —and, in particular, ensures that the
traffic observed corresponds exactly to that observed by the targeted machine.

6.5BRO
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This|IDS, theresult of areseach projed, isagood example of the general techniques used in buil ding
anetwork-based monitor. Assuch, it bears many similarities to systems described previoudy — so this
will be brief. For more detail, see[Bro9§].

The Bro system (named after Big Brother from George Orwell’s 1984) essentiall y consists of a
network monitor andreview engine. Like NFR, it includes an embedded control language for
representing policy and pattern rules. It explicitly separates the software engine and configuration
rules, allowing it to be austomised with relative ease. Findly, it has anumber of design features aimed
at proteding the system againg attack: overloading detedion and handling; a monitoring system that
restarts Bro if it should crash (and sets off logging o the cuse of the crash); and explicit detedion of
attempts to obscure traffic streams (for example, using overlapping fragments).

6.6 DIDS

The DIDS system [DIDS91] isan ealy attempt at bridging the gap between single-module IDStod's
and interconneded networks — a prototype distributed IDS. It makes use of a distributed series of
conventiona IDS ingallations, and a centrali sed gobal monitor. This global monitor recaves event
reports from its subsidiary |DS components, compounding these into a system-wide seaurity state.

The DIDS system also introduced the mncept of aNID —anetwork ID. Thisisan identifier used to
asciate actions taken by a single external user, independent of the usercode or identity set by the
operating system. In other words, an externd login is all ocated an NID, and all transaction for that user
isassciated with the NID. Even if the dfedive user changes (for example, the user logsinto a
different account on another machine), it retainsthe same NID. Thisdlows DIDSto insped the
behaviour of a spedfic user on a system-wide basis.

Oneisale with this approach is thereagnition of globally significant events. The fewer eventsthat are
passd on by point IDStods, the better the system as awhole will scde. However, locally
insignificant events can be notable on a global scale (consider the case of a network scan). Thistension
is aproblem in many distributed IDS models.

6.7 GrIDS

A morerecant attempt at a global distributed IDS, GrIDS (Graph based IDS) uses event graphsto
model network activity. These graphs are organised into a hierarchic fashion —a agiven level, lower
level subsystems are represented as single nodes, and the interaction between peea's of the same level
modelled. By retaining external edges from the system node to aher nodes, an inter-system picture of
network activity can be formed.

While the system depends on a global ingtallation of the GrIDS system, it solves the scding problems
asciated with DIDS and ather flat hierarchies. By refining the hierarchicd decompositi on of
systems, it isposshble to control the anount of detail available & each level. Theretention of inter-
system information implies that distributed intrusive behaviour will be deteded at an appropriate level,
avoiding the lossof detail that plagues other hierarchic distributed systems.

6.8 AAFID*?

Many of the problems present in the appli cation of IDS can be solved hy creating lightweight,
spedalised IDS components. An example of this approach is the Blackl CE system — by monitoring the
network activity of asingle hogt, it bypasses many of the problems found in general network IDS.

The AAFID system [AAFID98] takes this approach to the extreme. It makes use of a wide hierarchy of
agents (which have a similar function to asingle-point IDS — deteding local events and attacks),
monitors (which compound information receved from agents), transcavers (contral unitsfor the
agents on each host) and user interfaces.

42 Copies of the AAFID system are avail able from [AAFID]
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Agentsare esentially small detedion modules — trand ating observed events into suspicion reports.
These range from the extremely simple —amonitor that chedks for single atacks, such as0-length
packet fragments —to full-blown IDS tods. All communicate with monitors via the per-host
transcever units.

Monitorsrecéve event reports from agents, correlating behaviour acrossanumber of agents and hosts,
producing event summaries for higher-level monitors, and possbly initiating responses. By applying a
hierarchy of monitors, thisstructureis capable of scaling acrosslarge and complex networks.

6.9 Emerald

The EMERALD (Event Monitoring Enabling Responses to Anomalous Live Disturbances)
[Emeradd97][Emerald99] system bears many similarities to the AAFID structure, described above.
Where AAFID uses pedalised component architedures, however, EMERALD uses asingle
component modd.

The EMERALD architedure is based around the @ncept of a generic monitor unit, which indudes
event acquisition, anomaly and misuse detedion subsystems built around ataret-spedfic trandation
layer. Thisallows a single monitor system to be used on a variety of different platforms, and at
different levelsin a detedion hierarchy.

Like AAFID, EMERALD uses ahierarchy of IDS monitor units for distributed detedion. A monitor

receves event reports from lower level components, and passes event summaries and suspicion reports
to higher level monitors.
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7. Standardisation efforts In Intrusion Detection

As DS technology becomes mainstream, the need for standardisation of IDS interfaces has begunto be
addressed by a number of bodies. Standardisation would offer a number of definite advantages:

The ability for users to combine the strengths of different IDStods from different vendors

The ability to share intrusion information acrossdiff erent organisations, facilitating detedion of
widespread abuse

The ability to develop new IDS methods more rapidly, making use of existing components
Standardised communications would facilit ate the devel opment of distributed IDS systems, a
pressng need in modern large networks.

7.1 Common Intrusion Detection Format (CIDF)

An outgrowth of the DARPA Information Survivabilit y program, the CIDF isone of thefirst IDS
standardisation efforts. It aimsto present a suite of protocols, application interfaces and
communication mechanisms to facilitate interoperability of IDS tods [CIDF]. Spedfically, it will
present four components.

Communication in the Common Intrusion Detection Framewor k[CIDF98-3]

This document describes a matchmaking servicefor distributed |DS components, al owing asingle
point of administration and dynamic configuration. Esentially, thisisa component that stores
addressng and capabilit y information for IDS components. On request, it canreturntoa
component ali gt of suitable mmunication partners, based on an identity-based or capabilit y-
based lookup, filtered by component categorisations.

In addition, the spedfication describes a series of message formats and communication protocols,
for use in communicating components. This protocol defines encryption, authentication and
seaurity aspeds for the communication —the |ETF equivalent would be the Intrusion Alert
Protocol and associated protocols.

A Common Intrusion Specification L anguage[ CIDF98]|[ CIDF98-2]

The CIDF CISL definesthe format used to represent intrusion alerts communicaed between IDS
components. It uses an encagpsulating treestructure (based on the S-grammar [Rivest97]) very
familiar to LISPusersto represent different levels of detail. The smplest way to understand this
would be to consider a smple example (from [CIDF98]):

(Insequence
(Login
(Context
(Time '14:57:36 24 Feb 1998’)
)

(Initiator
(HostName ‘big.evil.com’)
)

(Account
(UserName ‘joe’)
(RealName ‘Joe Cool’)
(HostName ‘ten.ada.net’)
(ReferAs 0x12345678)

)
(Delete
(Context
(HostName ‘ten.ada.net’)
(Time '14:58:12 24 Feb 1998’)
)
(Initiator
(ReferTo 0x12345678)
)

(Source
(FileName (ExtendedBy UnixFullFileName) ‘/etc/passwd’)
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(Login
(CriticalContext
(ReturnCode (ExtendedBy CIDFReturnCode) Failed)
(Comment ‘/etc/passwd missing’)

)
(Context
(Time ’15:02:48 24 Feb 1998)

(Initiator
(HostName ‘small.world.com’)
)

(Account
(UserName ‘mworth’)
(RealName ‘Mary Worth’)
(HostName ‘ten.ada.net’)

)

A quick trandation of thiswould be the sequence of actions where:

e ‘jo€ (‘JoeCodl) logged into ‘ten.ada.net’ from ‘big.evil .com’

e ‘jo€ then deleted thefile ‘/etc/passvd’

e Later, alogin attempt by ‘mworth’ (* Mary Worth') from ‘small.world.com’, failed dueto a
missng password file.

Without going into the detail of how the grammar is structured, it is easy to recognise the treestructure
inherent in thisformat. The hierarchic detail s of entity descriptions allow componentsto extract only
the information needed from aerts —facil itating the use of components with diff erent complexiti es.
The CISL spedfication describesin detail how these structures are built up, includes arange of
examples, and defines alexicon for use with thislanguage.

e CIDF APIs: Their Care and Feeding (not yet available)
e« The Common Intrusion Detection Framework Architecture (not yet available)

7.2 IETF Intrusion Detection Exchange Format Working Group (IDWG)

The IETF Intrusion Detedion Exchange Format Working Group (IDWG) [ DWG99-4] was establi shed
to define data formats and protocals for sharing information between IDS systems. |n particular, the
group aimsto define:

1. Alig of high-level requirements for the communication between IDS systems, and between IDS
and management systems [| DWG99]

2. A common intrusion language axd cata format spedfication [ DWG99-3]

3. A framework document defining intrusion communication protocols and their rdation to the data
format [ DWG99-2]

Thisgroup has alarge overlap with the CIDF projea, described above — to the point having a mmmon
chair in Stuart Staniford-Chen. The results produced, however, are independent — there ae marked
differences between the approaches used in the CIDF and IDWG proposed standards.

The output of this group is gill very much awork in progress—the IDWG dataformat draft [| DWG99-
3], for exampleisdated 15 October 199. In theremainder of this sibsedion, we will briefly cover the
threedocuments that have been rel eased.

7.21 Intrusion Alert Protocol
The Intrusion Alert Protocol (IAP) defines an appli cation-level protocol, running over TCP, for
carrying intrusion alert information. It emphasi ses the reuse of components from other protocols — it

uses TLS[TLS99 for link encryption, MIME content types, and an HTTP-like message structure and
error codes. A such, the protocol definition is much simpler than the mmparable CIDF document.
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The ssimplest method to describe the protocol would be to make use of an example communication
setup (taken from [I DWG99-2]). In this example, sensor/monitor A wishes to send alertsto resolver B

viaproxy P.
Sensor/Monitor A Proxy P Resolver M
lap-connect-request lap-connect-request
IAP/0.1 CONNECT M.DOM.ORG CRLE [ 1AP/0.1 CONNECT M.DOM.ORG CRLF [
CRLF IAP/0.1 VIA PDOM.ORG CRLF
CRLF
lap-response lap-response
44— |AP/0.1 200CRLF 94— |AP/0.1 200CRLF
CRLF CRLF
At this paint, the proxy becomes a transparent forwarding agent
lap-upgrade-request
IAPI0.1 Upgrade: TLS/1.0 CRLF >
CRLF
lap-response
< IAP/O.1 101CRLF
CRLF
TL S Handshake negotiation — data now sent over TLSrecord layer
lap-verson-verify
IAPIO.1 IAP-Version: 0.1 CRLF >
CRLF
< lap-response
IAP/0.1 200CRLF
CRLF
lap-version-verify
<

lap-response
I1AP/0.1 200CRLF
CRLF

IAP/0.1 |AP-Verson: 0.1 CRLF
CRLF

>

| AP Handshake complete — connedion open for alert data

lap-content

Content-Type: application/x-idef-alert CRLF
Transfer-Encoding: chunked CRLF
CRLF (end of chunked data header)
40 CRLF (end of chunk length)
64* OxFF (IDEF alert data)

CRLF (end of chunk)

0 CRLF (end of last chunk)

CRLF (end of Chunked-Body)
CRLF (end of iap-content)

CRLF (end of iap-message)

>
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In the above dialogue, the response ades correspond to HT TP response @des, and many of the other
formatting elements were diredly drawn from HTTP/1.1 [HTTP99]. Oneinteresting asped of this
standard isthe support for transparent proxies, aimed at alowing AP linksto cross ®aurity
boundaries, such asfirewalls. Also, the protocol has a simple method of handling unexpeded data,
such as TCP urgent messages —therecaver should terminate the connedion. Thisisaimed at
preventing masguerading and similar attacks against the DS structure form succealing, but may leave
it open to denial of serviceattacks. Finally, the protocol requires the use of mutua authentication
during the TLS setup phase — ensuring that an attacker cannot easily injed | AP content into a system.

7.2.2 |DEF DataModel

Unlikethe CIDF CISL treebased model, the IDEF data model is based on an olject-oriented
paradigm, with inheritance structures defining the associations between similar alerts or attacks. The
standard proceeds to define anumber of datatypes and alert classes — the details of which are omitted
here, due to space onstraints.

7.2.3 |DEF Requirements

[DWG99] contains anumber of spedfic requirements, aimed at ensuring that theresulting IDS
structure is simple to implement, reliable, co-exists with modern networking and seaurity mechanisms,
applicable acrossall IDS methodologies, and will beresistant to attack. These requirements
correspond in many cases to items described in sedion 5.1, and so will not be repeated here.

7.3 Intrusion Detection Systems Consortium (IDSC)

The ICSA Intrusion Detedion Systems Consortium was establi shed in 1998 as a forum for commercia
IDS devel opers, to facili tate @-operation in attaining common goals [| CSA]. These goalsinclude
creating industry standards, encouraging and enhancing product interoperability, educating wsers, and
maintaining product and marketing integrity [| CSA9§].

Notable among theresults  far attained by the IDSC isthe release of [| CSA98] and [ICSA98-2]. For
more detail s, refer to http://www.icsa.net/services/consortia/intrusion.
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8. Tools supporting Active Security

8.1 Network Mappers

A variety of commercia and freenetwork discovery tools are currently avail able — examples indlude
Cheops (http://mwww.marko.net/cheops), and nmap [NMap]. These tods use many of the same
techniques described in sedion 3 to explore the mntent of networks: DNS zone transfers, scanning the
addressand port space requesting information from hosts found, and promiscuous monitoring of a
network. In fact, many of these tods are now used by attackers— nmap, for example, was an invaluable
aid in inspeding the exact coverage of the firewall policy during cur experiments.

As an example of how atypical network mapper works, consider the nmap tod. It isa powerful aidin
exploring networks — not only because it offers a wide variety of scanning gptions (including every
scan type described in sedion 3.3), but also due to its unique ability to identify awide variety of hosts
systems, down to the operating system, and sometimes version.

Nmap works by sending packets with awide variety of special characteristics to hosts being
investigated: packets with spedfic (often illegal) flags st, ICMP echo packets, fragmented packets
(again, sometimes with illegal fragmentation), etc. Every host has a particular style of responding to
such packets — by combining these response tharacteristics, itis posshle to narrow down exactly what
system is present on theinterrogated host. In fact, nmap uses a signature analysis system which beas
some similarity to that used by IDS systems to reagni se spedfic attacks — dl owing thetod s to easily
extend itslibrary of recognised systems.

For example, it is posshle to recognise Linux systems with older kernelsthan version 2.0.35 by the
fact that, presented with a packet with the SYN flag and an ill egal flag set, these systems retain the
ill egal flag in their response.

Scanning anetwork generates amassof highly anomal ous packets — derting any good IDS tod's
present —and may have unwanted side dfects. Becuse of the use of unusud traffic patterns, these
todsare @pable of damaging a network system — certain types of fragmentation patterns, for example,
crash spedfic systems when receéved®.

8.2 Network Security Scanners

Configuring networks and network hoststo be secure is a difficult task: validating that such a system is
seaure may be even more difficult. A single seaurity weaknessin a configuration isall an attacker
nedls: a single weak passwvord, a single outdated server, or a single vulnerable port. Network mapping
tods go some way towards all owing an administrator to verify systems. Network seaurity scanners
(also known as vulnerahil ity assesament tods) take this a step further —they actively test the seaurity of
a system against anumber of attack scenarios, reporting an the location, severity, and solution to
weaknesses found.

These tods have had a contentious history — from the ealy COPSsystem, to the controversial Satan
tod, to the arrent range of fredy avail able todkits, such as Nesaus (http://cvs.nesaus.org), Internet
Seaurity Scanner (http://mwww.isscom) and Cybercop Scanner (http://www.nai.com). Because these
tods are @pable of automating the vulnerahility identification phase of an attack, it was felt by some
that releasing such tods encourage script kiddies to attack systems. In practice similar tods are
available in the hacker community — sscan (http://www.ben2.ucla.eduw/~jsbach/san.tar.gz) being a
good example.

Like IDS systems, these tod's come in two varieties. host-based and network-based systems. Host-
based systems (such as COPS andyse the seaurity medchanismsin placeon a system, looking for
possble misconfigurations or dangerous sttings. Examples include accounts with weak passwvords,
excessvdy trusting systems, and appli cations with unusud privil eges (which may simply be a

3 For example, seeCERT Advisory CA-97.28 for detail s of two such attacks: Land and Teadrop
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misconfiguration, or may be indicative of a past intrusion). Thisreview is generally extremely system
spedfic, but all ows a wide range of isslesto be chedked acrossmany user accounts —a potentialy
significant saving for overworked adminigtrators.

The seand class that of network-based systems, ched hosts for seaure networking policies. Tests
include weak passwords for well -known accounts, the presence of services known to be dangerous (e.g.
NFSavailable from outside a firewall), and unnecessary services (e.g. NFSwithout shared file
systems). In addition, thesetodsinclude libraries of explaits, which aretested against subject systems
— cheding whether such systems are susceptible to the spedfic weaknesss. In effect, the tod
attemptsto break into the subjed system —if it succeals, thereis clealy a seaurity flaw.

Finally, network-based systems are presently devel oping mechanisms for reviewing other seaurity
systems, such as IDS and firewalls. In particular, these systems can simulate the techniques used by
attackers, allowing an adminigtrator to verify that these ae blocked or deteded by the firewall or IDS,
as appropriate.

Oneisale with such systems that is sometimes overlooked is that these systems must be kept up to date
constantly — ensuring that a network is faure against last year’ s attacks does not offer any benefit
againgt current risks. Asthe attack techniques used against systems evolve, these system should be
updated, and the systems re-inspeded.

8.3 System Integrity Checkers

Once asystem is compromised, one of the first actions taken by an intruder involves changing system
files: to disguise theintrusion, facilitate future penetrations, or support escalation in control over the
system. In addition, thereisa variety of eventsthat will result in unauthorised changes to system files —
ranging from vird infedion, unauthorised changes by administrative personnéd, or failing herdware.

A tod devel oped to addressthis problem is the well-known Tripwire package [ Tripwired4]. Written
by Gene Kim and Eugene Spafford and reeased on November 2, 199, it has $snce become a standard
component in many system administrator’ stodkits. In essence the Tripwire system stores a hashed
snapshot of fil e system features and content, compares this to the current system state, and reports any
discrepancies.

Newly
Generate [P generated

database

Compare [ ® Apply

? masks
i Current tw.config old ! i
! | filesystem file database 5 Tripwire
i i report

Filesresiding an system

____________________________________________________

Structure of the Tripwire system

As can be seen from the above diagram (adapted from [Tripwired4]), a Tripwire mnfiguration consists
of two main components:. the Tripwire mnfiguration fil es, and a previously generated reference
database for that system. The wnfiguration fil es consist of a series of file or diredory paths and
attribute masks (defining which attributes of a file may safely be ignored), or of M4-style
preprocessng commands (similar to those used by the cpp C-language preprocessor). Using these
features, it ispossble to create fine-grained configurations with support for host-spedfic variations.
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Thereferencedatabase is generated hy Tripwire, based on some initid trusted file system. Itis
important to ensure that thisinitial generation is done on an uncompromised system —idedly, this
should be aeded for a system after the initial configuration, but before that system is taken into use.
Tripwire canot deted preexisting problems — only changes that occur after its ingtalation.

The seaurity of the Tripwire system is based on a number of factors: the integrity of the Tripwire
softwareitsdf, the integrity of the reference database, and the strength of the hashing algorithms used
toidentify files. Therefore, it is suggested that the reference database be stored in a seaure location: on
adifferent, seaure system, or on real-only media. To minimise the chance of an attacker making
undetedable modificationsto fil es, Tripwire supports the use of up to 10 different, simultaneous
hashing a gorithms (by default: MD5, MD4, MD2, Shefru, SHA, POSIX 1008.2 CRC-32and CCITT
CRC-16 signatures are available). These dgorithms offer arange of seaurity/performancefeatures, and
the use of multiple signatures increase the difficulty of generating hash colli sions gredly.

From an Intrusion Detedion point of view, thistype of tool is most useful asalagt line of defence and
for recovering from an intrusion. These todswill only report changes already present in a system — at
which point the attack may be in an advanced stage. In additi on, these tod s will only report that
changes have been made — not what those hanges were. For example, one of the first sepsin
contralling a system is to purge the system logs of evidenceof theintruson. Whil e integrity chedkers
may deted that the logs have been modified, the nature of those modifications may not be evident.

System integrity chedkers off er astrong deterrent, and can be of inestimable value in mitigating the
effeds of an intrusion, but they are best suited asalast line of defence Once a intrusion has
progressd to the point where system fil es are @mpromised, much of the potential damage could
already have occurred — particularly where alossof confidentiality is concerned.

8.4 Password Crackers

Many modern seaurity systems have moved away from the user — passvord authentication scheme,
using biometric identities, cryptographic schemes, one-time passwords, and thelike. For thelarge
group remaining, however, weak passvords remains asignificant problem.

Pasavord crackers are tods that attempt, through a combination of social engineering and brute force
to guessthe pasavord associated with aresource[Muffett92]. These tods are well-known as a major
risk in the Unix world [Farmer93], but have recently found their way into many other systems— in fact,
a passwvord cracker is now available for virtually every system using key-phrase based protedion, such
system authentication and fil e encryption.

In addition, the cmputing power available to crackersisincreasing thelevel of complexity needed for
seaure passwords — current recommendations [Kyas97 p40] indude passwvords of at least 8 characters
in length, and changed every 3-6 months. However, even with these recommendations in place human
nature tends to use the simplest solutions —hencethe problem of weak passvords.

From a seaurity point of view, passvord crackers allow an administrator to identify and addressweak
passvords before they become a problem. On the counter side, attackers also find such tod's
invaluable in gaining accessto systems. Running periodic chedks on passwvords used, espedally for
sensitive accounts, can make a system more seaure — but is not areplacement for user education, and
stronger authenti cation mechanisms.

8.5 Sniffer Detection

Many of the aurrent network protocols were designed to function in atrusted environment. Protocols
such as Telnet, HTTP, FTP, and many others carry sensitive information in clea format — any person
observing the network traffic can extract such information, atypical example being username —
passvord pairs on anetwork login.

Attackers arewell aware of this fact, and often placenetwork monitoringtods, or sniffers, on

compromised hosts. Thetraffic captured on such hosts can then be used to compromise better
proteded hosts, or gather sensitive information. Sincethereis often no need for spedal equipment for
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thismonitoring, it can be very difficult to identify which hosts may be observing confidential
exchanges.

In response to this problem, a series of tools have been developed —so-call ed sniffer detedors™. These
tods use anumber of techniquesto attempt to isolate eavesdroppers[Graham99] [LOpht99]:

MAC / Protocol addr essing mismatches: Many network protocol stacks do not verify that
messages receved were actually sent to their addresses — they rely on lower levelsin the stack for
that. A machinein promiscuous mode may therefore respond to requests snt out toits corred
protocol address— even if the lower level MAC addresswas incorred. A machine will then only
respond to such requestsif the MAC addressfiltering is not active — or it isin promiscuous mode.
Examples of such requestsinclude ICMP Rng, UDP or TCP echo (or other portsthat always
respond), or requeststhat generate error replies. The wre of the method is attempting to fool a
host into replying to arequest it should not have been capable of seeing.

DNS Test: Many machines automatically do reverse DNS lookups on IP addresses not yet
mapped. Therefore, by sending messages to fictitious hosts, and monitoring reverse lookups, a
sniffer detedor can reagnise machines monitoring traffic.

Decoy method: Attackerswill often sniff networks looking for such items asremote login
sessonsin the setup phase of protocols sich as FTP, Telnet, or POP. By generating false login
transactions, and monitoring for attemptsto make use of that information, it is possble not only to
identify the presence of monitors, but aso to verify that these ae being used to attack a network.
Thistednique was described more fully in [Dacier98].

Latency tests: In most modern networks, the resolution of MAC addressesis handled by
hardware on the network interface Therefore, the workload of a machine on aheavily loaded
network segment will depend anly on the traffic destined for that machine — unlessit is observing
al traffic. By comparing the response patterns of machines on lightly and heavil y loaded links,
sniffer detedor tods can determine whether a machine appearsto be in promiscuous mode. A
machine monitoring the segment will have to interpret every message on a heavil y loaded link,
placing a high processng overhead on that machine. Therefore, the response pattern for a monitor
will differ grealy between light and heavy loads, whil e for normal configurationsthe patterns
should be nea identical.

Direct inspection: Diredly cheding the state of a network adapter on host machinesis posshble —
and may be the only way to detect which machines are in promiscuous mode under certain
circumsgtances. This method may not be feasible on large networks, and on an ongoing besis,
however.

Of course, tods have been devel oped to attempt to avoid detedion —but the presence of an
unauthorised monitor on anetwork is a strong indication that there is a searity problem.

8.6 Honeytrap Systems

As pointed out in [Ranum97], current | DS methodol ogies have a number of shortcomings, including
problems reagnising novd attacks, the occurrence of false positives, and reporting o attacks that are
of no interest (because the system is known to ke invulnerable to these attacks). A tod which attempts
to kridge these gapsisthat of honeytrap systems— simulated or red systemsthat exist for the sole
purpose of being attacked.

In essence the goal of these systemsisto act as bait — encouraging attackers to attack these in
preferenceto more valuable parts of anetwork. Once such a system is attacked, an administrator knows
that the network is under attack, and can closaly monitor the dtacker. Sincethe system is not generally
used, the problem of false positi ves does not occur — any activity on that system is hostile. Sincethe
system does not depend an recognising spedfic attacks, and the limited activity levels allow thorough
review of all activity on that system, novel attacks can be observed and studied. Finadly, the fact that
an attacker has penetrated the honeytrap system implies that other systems on the network are
vulnerable.

One of the most important aspeds of a honeytrap system isthat it should not be recognisable as such —
to an attacker, it should look and behave asared system would. In addition, in order to lean from

4 A recant example of such atod istherecently released LOpht Antisniff appli cation —see[LOpht99]
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such a system, it should be onfigured similarly to the real systems on a network, al owing lessons
leaned thereto be applied diredly in improving the seaurity of more valuable machines. While
software tods are available that simulate networks and hosts, in this sedion we shall focus on
honeytraps built out of dedicated systems [ Spitzner99-2].

Thefirst step isauein setting up ahoneytrap isto ensure that it does not reduce the seaurity of other
systems on the network. Should a honeytrap system be compromised, it must be ensured that this
system cannot be used to attack other systems (on the same network, or any other). Many of the
medhanisms used in firewall s apply here —aimed at keging theintruder in, rather than out.

Secondly, an administrator should ensure that the honeytrap system gathers as much information as
possble. In addition, thisinformation should be kept in a safe aea— sinceit isasamed that the
honeypot will become compromised. In additi on, thisincreased logging should be hidden from an
attacker, to avoid them focusing on “lessproteded” — and more valuable — systems.

For an eminently readabl e description of how a honeytrap works, and what its value in a system under
attack can be, refer to [Cheswick92] or [Bellovin94]. Thelegality of using such systems has been a
subjed of some discusson —the conclusion of which wasthat a honeytrap isno moreillegd than a
burglar alarm [IDSList].
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9. Intrusion Detection experiments

The discusson thus far has been predominantly theoretical. In order to demonstrate some of the
techniques and seaurity aspeds that have been discussed, we built a small network based around a
Watchguard Firebax Il firewall. The experimentsthemselves consisted of reviewing the interaction
between the firewall, IDStod s install ed at various locations, and network scanning tod's appli ed
againgt these systems. |n particular, the lab attempts to demongtrate the need for additiona seaurity
measures, even in the presence of mechanisms auch asfirewall s.

9.1 Testbed Configuration

Attack Host (1)
177.209.49.32
Attack Host (2)
DMZ [®— 177209.17.201
External interface
177.209.49.31/20
. e )
Firebox Il Optional interface N IDS Srver (1)
. I 177.209.17.254/20 > 177.209.17.200
Trusgted interface
177.209.7.25420
Web Server (1)
177.209.20.80
Trusted Network

T

Attack Host (3) IDS Srver (2) Web Server (2)
177.209.7.201 177.209.7.200 177.209.0.80

Schematic outline of the firewall testbed

The testbed was st upto simulate a simple small office network: asingle public server (located in the
firewall's DMZ), alimited set of machines on the firewall's trusted network, and an unspedfied group
of machines on the external network®®. The @nfigurations used were based on recent versions of
common software systems: in particular, no spedal effort was gent to weaken or harden machines
againgt attack. It isbelieved that this closaly resembles the redity of networks - where minimal effort
is put into seauring individual machines, and searity mechanisms are entrali sed around the firewall .

Spedfically, the foll owing components were used:

1. Watchguard Seaurity System 3.3, including a Watchguard Firebox Il (running driver version
3.30.B293) [WG99]
2. IDS Srver: A Windows NT Server 4.0 (Service Pack 5) system running:
e Internet Information Server version 3.0
e Microsoft FTP server 3.0
«  AbirNet SessonWall-3 Version 1 Release 4 (Network based IDS)*®
«  Network ICE Blackl CE version 18.6.4 (Host based IDS)*’
e Microsoft Network Monitor version 1.1 (NetMon network capture software)
3. Web Server: A Linux RedHat 6.0 system running:
« Apache1.3.6 HTTP server®

“5 For information on how firewall s work, refer to [Hunt98] or one of the references for Sedion 2.1
48 Available from http://www.abirnet.com/products.html

47 Available from http://networkice com/Products/Blackl CE

“8 Available from http://www.apache.org/
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o wu-ftpd 24.2 FTP server®®
«  tcpdump 34 (network capture software)°
4. Attack host: A Linux Red Hat 6.0 system running:
«  Nesas0.98.1 (network scanning tod)®*
«  Satan 1.1.1 (network scanning tod)®?
«  Nmap 212 (network mapping tod)>*
5. Attack host: A Windows NT Workstation 4.0 (Service Pack 3) system running:
«  Cybercop Scanner version 5.0 (network scanning tool)®*

The firewall policy was st up as foll ows:

e Ping (ICMP) traffic was all owed in and out without restriction

e Incoming FTPtraffic was alowed (via aproxy) only if destined for 177.209.20.80 - the public
server located in the firewall DMZ

e Outgoing FTP traffic was all owed without restriction (via aproxy)

e Incoming HT TP traffic was all owed (via a proxy) only if destined for 177.209.20.80

e Outgoing HT TP traffic was allowed without restriction (via a proxy)

e Incoming SMTP traffic was allowed only to 177.209.49.31 (the external firewall interface)

e Outgoing SMTP traffic was all owed only from 177.209.0.25 (ahypotheticd SMTP server on the
trusted network)

e Configuration accessto the firewall was alowed only from the internal networks

e |PMasquerading was disabled

e Port Autoblocking was disabled

e All other ports andservices were (in theory) blocked

The experiments themselves consisted of running Nessaus, Cybercop Scanner and Satan (located on
Attack host, from positions 1 to 3) againg IDS Server and Web Server (located on positions 1 and 2 for
different tests). It was then noted which attacks were reported on IDS Server (by SessonWall and
Blackl CE), and what traffic was observable via NetMon and tcpdump. This gives an idea of how
effedive the firewall wasin filtering out dangerous traffic, how susceptible the standard configurations
areto attack, and what attacks would be @pable of penetrating the firewall from various locations.>

9.2 Experimental Results

The eact scan configurations were as foll ows:

1. Scan Web server (2) and IDS server (2) from Attack host (3) (all machines are on a common
network segment).

2. Scan Web server (1) and IDS server (1) from Attack host (3) (attack on DMZ from trusted
network).

3. Scan Web server (2) and IDS server (2) from Attack host (2) (attack on trusted network from
DM2Z).

4. Scan Web server (1) and IDS server (1) from Attack host (1) (external attack on DMZ).

5. Scan Web server (2) and IDS-server (2) from Attack host (1) (externa attack on trusted network).

Scan 1 gives abasdine of what attacks the IDS tods are apable of reagnising, and corresponds to an
internal attack on the trusted network. Scan 2 smulates the dfed of an interna attack againg the
optional network. Scan 3 simulates theresult if amachinein the DMZ is compromised, and attempts to
attack internal machines. Scan 4 represents the most common case, where an external attacker attempts
to accessproteced machinesin the DMZ, while scan 5 isthe same situation with resped to machines
in the trusted network.

49 Available from ftp://ftp.wu-ftpd.org/pub/wu-ftpd/

%0 Available from ftp:/ftp.eelbl.gov/tcpdump.tar.Z

%1 Available from http:/cvs.nesaus.org/

52 Available from http://www.fish.com/satan/

%3 Available from http://mww.inseaure.org/nmap/

%4 Available from http://mww.nai.com/

%5 For information on morerigorous |DStesting, refer to [DURST99] and [Jackson99]. Seealso
[Spitzner99-5] for firewall vali dation methods.
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Each scan was originally done using all threescanning tods. For brevity, however, we shall only
detail theresults gained using Nesaus — the results gained from the other tods were similar. In addition,
Nmap was used to determine the visibilit y of target machines, where appropriate.

The foll owing table @mntains a summary of the IDSreport for scanning runs 1 to 5 Note that attacks
with dugicate reagnition patterns have in some @ases been grouped or omitted, to reduce the size of
theoutput. In thetable below, Attack Nameisthelabel given by an IDS for a spedfic probe®®. The
scans are numbered 1 through 5, as above; results for the Web and IDS servers arelisted side by side.
Columns headed Srefer to results from the SessonWall package; B refersto Blackl CE’ s detedion.

Table 2 Scanning results

%6 Seehttp://networkice com/Advice/I ntrusions/default.htm for descriptions
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Scan
1 2 3 4 5
Web (2)[ IDS(2) |Web (1) IDS (1) |Web (2)[ IDS(2) |Web (1) IDS (1) |Web (2)] IDS (2)
AttackNameS‘B*S‘B S‘B*S‘B S‘B*S‘B S‘B*S‘B S‘B*S‘B
TCP Port Probe X?
TCP SYN flood X
FTP PORT X
bounce
TCPOS X
Fingerprint
TCPACK Ping X X X X X
Bad Orifice X X
Ping
CGI htmlscript X X
ICMP subnet X
mask request
HTTP URL very X X
long
11S malformed X X
HTR request
CGlI info2www X X
CGI nphtest-cgi| X X X | X X X X
CGl perl.exe X X
CGil perl X X X | X X X X
CGI X X
pfdisplay.cgi
CGl phf X X X | X X X X
HTTP cgi X X
starting with php
CGl sh,csh, | X X X | X X X X
bash, tcsh
CGl ksh,ash | X X X X X
CGl test-cgi X X X | X X X X
CGlI X X X | X X X X
uploader.exe
CGI webdist.cgi | X X X | X X X X
CGI webgais X X




Scan

1

2

3

4

5

Web (2)

IDS(2)

Web (1)

IDS (1)

Web (2)[ 1DS(2)

Web (1)

IDS (1)

Web (2)

IDS(2)

Attack Name

ﬂm

sp

ﬂm

sp

sp*sp

ﬂm

sp

ﬂm

sp

CGlI
websendmail

Pasawd file

TeaDrop2attad|

FTP CWD very
long

TCPport scan

Fragment
overlap

Teadrop attack

FTP Port
Difference

HTTP ../.. exploit

Inetd Newline
Vulnerability

NULL Linux
FTP Badkdoor

Cold Fusion
sample URL

Cold Fusion
Applicaion
Server

Windows
WebSite buffer
overflow

FTP ROOT
Attempt

WS FTP Server
Remote DoS

Glimpse HTTP

IRIX /cgi-
bin/handler

SMTP/mailer
exploits

IS FTP
Exploit/DoS

1S sample URL

CGl win-c-
sample.exe

CGlI campas

CGl faxsurvey

CGl finger

FTP SITE EXEC
command

X

X X

X

X X

X

xX X

X X X X

X

! But with reversed source and destination: reports that Web is sanning Attack.
% This attack is reported as originating from the firewall interface

® No gpen ports were found, abbreviating the scan

* Blackl CE, being a host-based IDS, is unable to reaognize attacks not direced at its host.
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While scanning the Web server, Nesaus found the foll owing seaurity issues:

Scan L

e TheFTP serviceallows anonymous logins

e A number of dangerous srvices arein place, including Telnet (it is vulnerable to sniffing),
Finger (it gives away user detail s), ident (all ows attackersto identify what the privil eges of
services are —what user id it runs under) andrlogin (vulnerable to spoofing, sniffing).

e The SMTP server respondsto EXPN and VRFY queries, al owing attackers to gain information
on the user structure of a system

e TheHTTP server responds to http://hostname/2open queries, matching a seaurity flaw in the
Domino HTTP server. Thisisafalse positi ve (the additional parameter actualy gets ignored), but
it will be useful in identifying which scans would also allow appli cation-level atacks.

e A number of open portswere found. Theseinclude DNS (53), sunrpc (111), nntp, netbios-s,
printer (515), and anumber of ports corresponding to unspedfied services (including port 6000 —
probably an X-server).

e A number of NFS-oriented services were running (nlockmgr, rquotad, statd), but no fil e systems
were exported.

e The scanner reagnized theremote operating system as Linux 21.* or 2.2.* - infact itisLinux
2.2.5.

Thisshould be the maximal set of seaurity flaws visible for the server itself — in the next scans, we

should be able to otserve the dfeds of the firewall.

Scan 2

«  Ports 256-258 were found open, which matches a Chedkpoint Firewall/ 1, according to nesaus.
Thiswould all ow an attacker to infer the presenceof afirewall, if midabeling the exact modd.

e TheFTPserver ill allows anonymous logins, but is now also reported to all ow unlimited PASV
commands (leading to apossble DoS attack). It would appea asif the proxy software on the
firewall hasintroduced anew vulnerabil ity.

«  TheHTTP ?open false positive occurs again — the firewall seams to have no effect on this
application level attack.

e Again, nesaslists anumber of open ports and dangerous srvices—no changethere.

e Theremote OSisidentified as Linux 1.3.* or 2.0.0-2.0.34. This correspondsto the firewall
itsdlf, rather than to the host scanned — but still implies potential problems, as discussed in sedion
9.3. (Theactud firewall kernd versionisLinux 2.0.33)

Scans 3 and 5 produced no results, sinceno goen ports were found. Using TCP ACK scanning,
however, it was possble to identify the |P numbers of machines present in the scanned network —
including the firewall interfaces.

Scan 4

e FTP server alows anonymous logins

e TheApache HTTP server accepts ?open requests — but ignores the parameter. Whilethisisa
false positive, it demonstrates that appli cation-level exploits would blithely penetrate the firewall .

This scan produces minimal results— as would be hoped, given that it correspondsto the exact attack

afirewall i s designed to counter. It isworth noting, however, that there ae ill vulnerabili ties found

— but only on services explicitly allowed throughthefirewall .

9.3 Conclusions

e Out-of-box configurations may be dangerous. Thetest systems were @nfigured using the
default ingtallation settings. Thefact that anumber of potentially dangerous services were set up
demonstrates a significant problem in current system design: seaurity is an afterthought.

e Firewalls protect inaccessible machineswell. The sudden drop probes that reach the scanned
host, demonstrates that the firewall i s effedive in what it was designed to do: blocking external
accessto anetwork. It isencouragingto note that the DMZ has as little accessto the trusted
network as the external network — corredly limiting the risk of compromised machinesin the
DMZ.

46



Firewalls do not protect against application-level attacks. Both of the public services that
were dl owed through the firewall made use of the proxies provided —and bah remained
susceptible to attack. A quick lodk at the application logs confirmsthis: alarge number of attacks
were dl owed through to the application. This demonstrates the fact that firewall s, whil e effective
against low-levd attacks, cannot proted a system againg application leved attacks. The same
paths that are used by authorised external users all ow attackers accessto the system.

The firewall configuration may not be what you expect. While onfiguringthe firewall, we
noticed an interesting point: the DMZ has very little or no protedion against machinesin the
trusted network. Intuitively, we would have expeded that accessto the DMZ would be subject to
the samerules as external access— thiswas not the @ase. Without the use of the network scanners
and inspedion tods, it is unlikely that we would have become aware of this problem. No matter
how simple the nfiguration, or how dependable the firewall may be, it clealy paysto verify the
workings of a configuration. Thisiswhere many of thetods described in thisreport comes into
their own.

Consider the fall owing scenario: A policy dedsion has been made that Telnet connedions and the
rsh utilities may only be used internaly, dueto the danger of sniffing attacks. Therefore, the
firewall i s configured to Hock such outgoing connedions. The caition iswell-founded: an
attacker has aready compromised a publi ¢ server in the DMZ, and ingtall ed a network monitor.
Sincethefirewall does not consider connedionsto the DMZ to be externa (at least, according to
the operation of itsrules), low-seaurity protocols are used to conned to machines in this network.
Theresult: the combination of unexpeaded rule behaviour, user patterns, and a compromised server
all ows an attacker to gain information that would otherwise be inaccesshle.

Firewalls are themselves vulnerable to attack. At one point during our testing, we noticed that
the firewall ceased responding about midway through every scan. Testing showed thisto be the
result of one of the DoS attacks being tested againgt remote machines— spedfically, the nestea and
O-length fragment attacks. Because of a bug in the fragmentation handling code in the firewall ,
these attacks were @pable of disabling the firewall completely. Even though the firewall itself
was not diredly targeted, an attacker could still easily launch an extremely effedive Denia of
Service attack against the network.

(Thefirewall did, however, fail in a safe manner — by blocking all connedions)

Firewalls do not alwaysdo what they aretold. Another problem we noticed with the firewall
was the fact that some features (spedfically, the auto-bl ocking behaviour) wereimposshble to
disable. Firewallsare complex pieces of software, and subjed to many of the same problems as
the systemsthey proted. Just becauseit lodks like ahardware device does not mean that it is bug-
free

IDStools can recognise many attacks. Asshown in the above table, the IDStod s used were
effedive in remgnising a wide range of attacks — particularly application level attempts. Clealy,
the IDStods are dfective in recognising some attacks.

Different DS tools have different detection sets. Lodking at thetable, it is clea that the
different IDStod s remgnise different attacks —and classfy the same attacks in dfferent ways.
Whileitis dill in the ealy stages, there has been some discusson on standardising attack names.
By combining dfferent IDStods, it is posshle to improve the chances of deteding every attack.

Different IDS systems have different protectiveranges. Inthe scan results, it isnotable that
the Blackl CE system offered no protedion to the Web server — whil e the SessonWall system had
virtually identical coverage on bath targets. It has been noted that host-based IDS are limited in
coverage, this clealy demonstratesthat point. Inthe same manner, however, neither IDS would
offer any protedion againg attacks that does not coincide with its monitoring range — the spedfic
host or broadcast segment.

Network | DS recognise attacks from their area of coverage. During testing, it wasinteresting
to note that the SessonWall IDS was as eff ective in reaognising attacks originating from its
network segment, asreamgnising attacks direded intoitsarea. An interesting concept would be to
monitor posshle sources of attack — rather than vulnerable assts.

Networ k scanning tools ar e susceptible to falsereadings. The only weaknessfound in the
Apache Web server was the 2open parameter — a weaknessassociated with the Domino software.
Just because a network scanner reports a problem, does not necessarily imply that it is present.

Thelink between afirewall and it log host is subject to disruption. The Watchguard firewall
all ows an administrator to monitor it inred time, and dffers remote logging facilities. During
testing, it became obvious that this link was rather fragile — it was continuall y being disrupted by
the scanning activity. Protedion against thistype of problem is one of the @re aspeds of the IDS
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communication protocols under development — but in the mean time, how secure isthereporting in

afirewall redly?

e Firewalls offer minimal detection capabilities. Firewallsarein an excdlent position to insped
external network traffic, and many firewall s offer some form of I1DS capability. In the Watchguard
firewall s, this camein two forms: reporting of attempts to accessblocked resources, and Auto-
blocking o remote machines that make such attempts. These @pabilities are, however, mostly
applicable to the ealy scanning phase of an attack. Againgt higher-level attacks, the dl afirewall

offersisthe following type of log:

DO_NOT_EDIT_THIS_LINE_version_1.05

415 //_  this_is_the_number_of_entries

11/01 13:27:26  * 0 deny in ethO tcp 177.209.49.32  177.209.20.80
1364 256 syn (default)

(... for ports tep 7, udp 7, tcp 8080, tcp 23, tcp 0)

11/01 13:28:07 * 0 deny in ethO tcp 177.209.49.32  177.209.20.80
25839 0 fin

11/01 13:28:07 * 0 deny in ethO tcp 177.209.49.32  177.209.20.80
25841 0 fin syn (blocked port)

11/01 13:28:07 * 0 deny in ethO tcp 177.209.49.32  177.209.20.80
25842 0 psh

11/01 13:28:07 * 0 deny in ethO tcp 177.209.49.32  177.209.20.80
25843 0 syn (blocked port)

(... and many more such port probes)

11/01 13:31:19 * 1 ftp-proxy[133] No access to command STOR . nessus_test from
177.209.49.32

(... application level attack: what did nessus attempt to STOR?)

11/01 13:31:24 * 1 ftp-proxy[134] No access to command STOR .nessus_test_2 from
177.209.49.32

11/01 13:31:30 * 1 ftp-proxy[135] Command from 177.209.49.32 too long

11/01 13:31:30 * 1 ftp-proxy[135] Command from 177.209.49.32 too long

11/01 13:31:30 * 1 ftp-proxy[135] Command from 177.209.49.32 too long

(... buffer overflow attempts)

11/01 13:31:36  * 0 deny in ethO tcp 177.209.49.32  177.209.20.80
1412 14582 syn (default)

11/01 13:31:56 * 1 ftp-proxy[139] No access to command SITE exec /bin/

/bin/id from 177.209.49.32
(... more port probes)

11/01 13:33:35 * 0 deny in ethO tcp 177.209.49.32  177.209.20.80
1446 25 syn (SMTP)

11/01 13:36:58 * 1 kernel fragment (possible attack) from 177.209.49.32.

11/01 13:36:58 * 1 kernel Oversize fragment (possible attack) from 177.209.49.32.

(+ 274 lines of the same)
(... more diverse probles)

11/01 13:37:04 * 0 deny in etho tcp 177.209.49.32  177.209.20.80
1490 25 syn (SMTP)
11/01 13:37:06 * 0 deny in etho tcp 177.209.49.32  177.209.20.80

(... and so on)

sh -c

While these entries may be useful for statisticd purposes, they offer little or no value for intrusion
detedion —too much information isdiscarded. In addition, the shee volume of reporting, and the
fact that the logs are produced in aformat which does not lend itsdlf to dired manipulation (getting
the above required extracting information from the native log format), significantly reduces the value

of thelogs as adetedion tod.

Finally, then, we have reached anumber of conclusions. First, we have shown that firewall s do not
compl ety proted network resources. Seaondly, we have shown that IDStods are apable of
improving the seaurity of anetwork. Thiswas, however, only a brief investigation of the issues

involved —for afull er review of anumber of IDS systems, refer to [Jackson99).
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10. Conclusion

Hopefully, thisreport has given thereader an overview of thefield of security tools that do more than
just kegping attackersout. Intrusion Detedion is often considered to be a field equivalent to the one
described here, and isdeveloping by gred strides at the moment.

Areas of futureinterest particularly include distributed | DS — breaking away from the hierarchic filter
paradigm, IDSin devices — doffering error detedion and seaurity on awhole new level, and intell igent
seaurity systems — systems that recognise and respond to attacks independently. Thenext few years
promiseto beinteresting.

Oneisale that would appea to have been left behind in the devel opment of thisfield isthe application
of small scale, simple systems for detedion. A wide variety of powerful distributed systems are
available, but have too much administrative load and complexity for many smal networks. There ae
systems that promise li ghtweight sensors— trading off administrative complexity for power.

At the other end o the scale, anumber of powerful single-point detedion systems have been
developed. These have, however, fallen out of fashion in recent years —and are gill too complex.
There remains a definite split between systems that offer powerful detedion, and systems that are
configurable.

The most powerful form of detedion is onethat knows and understands the network it is proteding —

information embaodied in the organisational seaurity policy. The next logical step, therefore, is policy-
focused detedion, and systems that scale well to small networks.
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11. Glossary

Due to spacelimitations, this sedion has been dropped —pleaserefer to
http://www.sans.org/NSA/glossary.htm for details on spedfic terms.
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